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HUMIDITY MEASUREMENTS DURING CLOUD FORMATION USING INFRARED HYGROMETRY 

Paul J. DeMott and David C. Rogers 
Department of Atmospheric Science 

Colorado State University, Fort Collins, CO, USA 80523 

1. INTRODUCTION 

In recent years, the technology has been 
developed to measure humidity by differential 
absorption of infrared radiation (e.g., 
Nelson, 1982 and Cerni et al., 1987). 
Potential applications to cloud physics are 
fast response humidity measurement by aircraft 
and the measurement of water supersaturation 
in cloudy air. A prototype infrared 
transmittance hygrometer designed by the OPHIR 
Corporation is currently installed in the 
dynamic (controlled expansion) cloud chamber 
(DCC) at Colorado State University. The cloud 
chamber permits the simulation of a variety of 
air parcel/cloud conditions and was used to 
help evaluate the basic performance of the 
hygrometer. In particular, the capability for 
the measuring supersaturation with cloud 
droplets present was critically examined. 

2. THEORY OF HYGROMETER OPERATION 

The infrared transmittance hygrometer at 
CSU employs the dual-wavelength infrared 
absorption technique. A background of the 
history and theory of development of this 
technique for water vapor has been given by 
Cerni et al. (1987). The technique utilizes a 
primary wavelength within an strongly 
absorbing portion of the gaseous absorption 
band and a reference wavelength just outside 
the band. The instrument at CSU uses two 
absorption bands at 2.67µm and 2.59µm and the 
non-absorbing band at 2.43µm. The Beer-Lambert 
Absorption Law states that the absorption of 
collimated, monochromatic radiation is 
proportional to the amount of absorbing gas 
present over the path length involved. For 
narrow band radiation that can be practically 
isolated by interference filters, Beer's Law 
is not strictly valid, but corrections to it 
are straightforward (see, for example, 
Bogolomova et al., 1974). The ratio of 
transmittance at the primary wavelength and 

that at the reference wavelength is then a 
direct measure of water vapor absorption. 
Because the measurement is a ratio and because 
the two wavelengths are closely spaced, 
interference by cloud particles should be 
filtered out. This assumption is evaluated. 

The infrared hygrometer provides a 
secondary measurement of atmospheric humidity. 
Measured transmittance must be calibrated to 
absolute humidity determined by a standard 
procedure. Relative humidity is obtained by 
simulataneous measurement of temperature. 

In the CSU instrument, a beam from a 
broadband source (heated filament) is passed 
through the inner volume of the DCC. The path 
is folded by a mirror for a 218 cm total 
length. The beam is then split into two equal 
intensity beams which are sent to separate 
photoconductive detectors. One of the 
detectors is preceded by a 2.43 µm 
interference filter. The other detector is 
preceded by a motorized wheel that holds 
2.67µm, 2.59µm, and 2.43µm filters. Fast 
response measurement is obtained by using both 
detectors at once. Measurement can also be 
obtained using only the one detector and 
rotating the filter wheel alternately between 
a vapor channel and the 2. 43 µm channel 
These measurements are -2 s apart. Data 
reported here used this latter method. 

3. EXPERIMENTAL 

3.1 DYNAMIC CLOUD CHAMBER 

The CSU dynamic cloud chamber was used to 
simulate adiabatic expansion in an air parcel 
in order to form clouds. The chamber has been 
described in its current configuration by 
DeMott (1988). Adiabatic expansion is 
simulated in the DCC by the evacuation of a 2 
m

3 
volume within which is a 1. 2 m3 volume 

enclosed by a perforated, force-cooled copper 
liner. The temperature of the liner is 
controlled to follow as closely as possible 
the simulated adiabatic cooling from 
evacuation. Temperature, pressure, humidity 
(dewpoint hygrometer), and cloud droplet sizes 
and concentrations (FSSP-100) nucleated are 
measured in time within the inner volume. The 
infrared hygrometer is physically mounted at 
the same height as the FSSP and the inlet for 
the optical condensation-type dewpoint 
hygrometer. Concentrations of CCN (ammonium 
sulfate aerosols) and initial temperature and 
dewpoint temperature are specified to form a 
cloud of known characterisitics at a desired 
temperature and pressure. Evacuation control, 
cooling control, and data acquisition are done 
by microcomputer. Simulated ascents are 
programmed based on equations for dry 
adiabatic expansion to cloud point and moist 
adiabatic expansion in cloud. 

3.2 CALIBRATION TESTS 

The calibration procedures included 
determining detector response, calibrating 
transmission against humidity measured by 
dewpoint hygrometry, and assessing the effects 
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of pressure. The detector conductance versus 
radiant intensity was determined by placing 
perforated disks with differing areas of 
blockage in front of the return beam. 
Transmittance is calculated from intensity 
values normalized by intensities at absolute 
vacuum (no humidity) for each filter position. 
Normalized transmittance (using the 2.59µm 
vapor channel) is therefore given by, 

T 

where, 

I 
12.59 

1
2.59,vac 

12. 43 

2. 43, vac 

(I /I ) 
__ 2.59 __ 2.59,vac _ 

(1) 
(I /I ) 

2.43 2.43,vac 

real time radiant intensity 2.59 µm 
radiant intensity 2.59 µmat vacuum 
real time radiant intensity 2.43 µm 

= radiant intensity 2.43 µmat vacuum 

When the 2.67 µm vapor channel is used, 
appropriate terms replace the 2.59 µm terms in 
(1). The ratio bracketed in the numerator is 
simply the water vapor measurement term, and 
the denominator measures the adjustment in 
transmittance due to any blocking of the beam 
by cloud particles or dirty optics. 

The calibration of 
transmittance versus absolute 

normalized 
humidity (p) 

is embodied 
transmittance 
Bogolomova et 

in the functional 
that is assumed. 

al. (1974), 

form for 
Following 

(2) 

where fi and ~ coefficients are primarily 
functions of pressure. This expression 
analytically accounts for the pressure 
broadening phenomenon of radiative transfer. 
It can be assumed with negligible error that fi 
is independent of pressure for air over the 
atmospheric range of pressures. Thus, fi was 
obtained from a calibration of T versus p at 
room pressure (830 mb), as shown in Figure 1. 
Absolute humidity was determined using a 
General Eastern model 1200 EPS optical 
condensation-type dewpoint hygrometer and 
ambient temperature measurement plus standard 
thermodynamic equations. The functional 
dependence of~ on pressure was determined by 
measuring T during isothermal expansions with 
varying initial absolute humidities and using 
(2) with the independently determined fi. 

3.3 PERFORMANCE EXPERIMENTS 

The experiments for testing the response 
of the infrared hygrometer were standardized 
to the exten~

1 
that simulated updraft was 

always 2. 5 m s and thermodynamic cloud point 
was -0°C. Expansion continued throuph cloud 
formation at a rate of about 1°C min- to near 
-15°C. The results reported here are for a 
cloud with continental-type cloud droplet 
concentrations and sizes. Both water vapor 
channels were monitored (at -20 s intervals) 
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Fig. 1. Calibration data of absolute humidity 
versus Tat constant pressure. Data 
were fitted to (2) to obtain fi. 

during experiments and comparisons of 
calculated relative humidity by the infrared 
versus dewpoint hygrometry techniques were 
made. Calculations were made with the cloud 
droplet measurements (15 size channels)to 
assess the potential influence of Mie­
scattering on cloud extinction at the 
absorbing and non-absorbing infrared 
wavelengths. The Mie theory algorithms of 
Wiscombe (1980) were used. 

4. RESULTS 

The results from a particular continuous 
expansion experiment are presented in Figures 
2 to 5. Figures 2 and 3 show time histories of 
relative humidity from the 2.59µm and 2.67µm 
vapor channels and from the dewpoint 
hygrometer. Cloud point was very near 790 s. 
Cloud droplet concentration and mean diameter 
are shown in Figure 4. Numbers decayed in time 
due to sedimentation. 

Below water saturation, the agreement 
between the two methods of humidity 
measurement is excellent. Above water 
saturation (in-cloud) the cooled mirror 
instrument overestimates relative humidity 
since cloud particles are evaporated into the 
air sample. Also, the infrared technique 
appears sensitive to the effect of scatterers, 
contrary to a basic assumption behind the 
ratiometric technique. Initial measurements of 
water supersaturation at cloud point between 1 
and 2% agree with parcel model calculations 
(not shmm here). However, both infrared 
channels produce erroneous relative humidity 
values as the expansion continues and the 
cloud particles grow to larger sizes. The 
error is greater for the 2.67µm channel. 

Mie scattering and extinction 
calculations were done to evaluate these 
effects on the infrared measurements. The 
ratios of vapor channel transmittance through 
cloud to transmittance at 2.43µm, as predicted 
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Fig. 2. Relative humidities measured 2.59µm 
infrared ( +) and cooled mirror ( ·C:>· ) 
techniques. Cloud formed at 790 s. 
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Fig. 3. Same experiment as Figure 2, but 2.67µm 

by the Mie-scattering model, are shown in 
Figure 5. The qualitative sense of the 
calculations agrees fairly well with the 
observed effect on measurement of relative 
humidity by the infrared hygrometer. For 
example, the underestimate of relative 
humidity near 800 s is consistent with the 
predicted overestimate of transmittance due to 
different scattering at the vapor and 
reference wavelengths. Also, the overestimate 
of relative humidity peaking between 900 and 
1200 s agrees with the predicted underestimate 
of T. The effects observed for the 2.67µm 
channel are greater than for the 2.59µm 
channel, also as predicted. When these errors 
are corrected and relative humidity is 
recomputed, the relative humidity errors are 
too large, as much as 4 times those actually 
observed. Possible reasons for this 
descrepancy are the artificial broadening of 
droplet spectra by the FSSP, unresolved 
temperature fluctuations in cloud, and the 
need to account for the 1% bandwidth of the 
filters in the Mie calculations. Our 
evaluations of the infrared technique are 
continuing for other environmental conditions 
and for clouds with different droplet spectra 
and with ice crystals present or absent. 

1 
0 600 900 

TIMI ( s) 

1200 1500 1800 

Fig. 4. Concentrations (+ cm-3
) and average 

diameter ( -0· µm) of FSSP cloud droplet 
measurements for the experiment in 
Figures 2 and 3. 
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Change in the ratio of Transmittance 
due to Mie scattering and extinction 
effects as calculated from droplet 
measurements in Figure 4. 
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IDENTIFICATION OF PRECIPITATION PARTICLES USING 

DUAL POLARIZATION RADAR 

1. INTRODUCTION 

Anthony J Illingworth 

Visiting Scientist, 
NCAR*, Boulder 
Colorado 80307 

The S band Chilbolton radar in the UK has a 
quarter degree beamwidth and can transmit 
pulses (separation l.6msec) which are alter­
nately polarised in the horizontal and verti­
cal direction. For co-polar reception we can 
obtain the radar reflectivity factors for the 
two polarizations, ZH and ZV, and then derive 
ZDR, the differential reflectivity (10 log 
(ZH/ZV)). ZDR is a measure of mean shape, 
which for raindrops gives drop size. We shall 
also discuss results of the time series data 
obtained by recording the power received from 
each transmitted pulse. The cross-polar re­
turn, ZHV, and the linear depolarization 
(LDR=lOlog(ZHV,ZV)) can also be obtained, 
which provides information on particle fall 
mode. The Chilbolton antenna can detect values 
of LDR as low as -32dB. Results (reported 
elsewhere) show how the canting angle of rain­
drops and the mean axial ratio of tumbling 
graupel may be derived from LDR. 

2. DIFFERENTIAL REFLECTIVITY, ZDR 
The application of Zand ZDR to estimate both 
the size and concentration of raindrops is 
well known (e.g. ILLINGWORTH et al, 1987). 
Until recently PRUPPACHER and PITTER (1972) 
provided the best estimate of drop shapes. 
Small adjustmnets to these shapes now appear 
appropriate. From ZDR radar data GODDARD et 
al (1983) argued that millimetre drops are 
slightly more spherical; this suggestion has 
been confirmed by CHANDRASEKAR et al (1988). 
To explain ZDR values measured in heavy rain, 
CAYLOR and ILLINGWORTH (1987) postulated that 
drops larger than 4mm must be more oblate than 
the Pruppacher and Pitter shapes; BEARD and 
CHUANG (1987) have recently confirmed that 
larger drops are more oblate. Direct measure­
ments of equilibrium drop shapes are now in 
agreement with radar inferences, and any natu­
rally occurring drop oscillations do not ap­
pear to bias the radar measurements. 

Interpretation of the ZDR of ice is more dif­
ficult (HALL et al, 1984, ILLINGWORTH et al 
1987), but measurements in mature convective 
clouds with the Chilbolton radar consistently 
show ZDR values within O.ldB of zero where 
the temperature is below freezing, apparently 
in contradiction with the common observations 
that graupel is conical indicating a non­
random fall mode. 

and I Jeff Caylor 

Dept of Physics 
UMIST 
Manchester M60 lQD, UK 

3. TIME SERIES CORRELATION OF ZH AND ZV 
Figure 1 shows time series data obtained at a 
single 75m gate in 210 milliseconds from 64 
pulse pairs transmitted with alternate hori­
zontal and vertical polarisations. Successive 
estimates fluctuate as the particles reshuffle 
in space. ZDR is normally derived by com­
paring the linear averages of these 64 esti­
mates, as shown by the straight lines in the 
Figures. Figure 1 shows a zero ZDR for small 
spherical raindrops. Additional information is 
available from p(H,V), the correlation of ZH 
and ZV, which here is equal to 0.99; for 
spheres the theoretical value is unity. Some 
statistical properties of p(H,V) are discussed 
by BRINGI et al (1983). 

> 
N 

Time Series on 16 Dec 87 et 064512 UT ZH - 19.26dBZ rHv • 0.991 
Rey - 16 Gete - 38 Deley - .:IOueec ZoA • -0.0idB tH • 28.Bmeec 
AZ • 154.00deg El • 3.51deg 

oL-~~~~~~~--"""'-~~..:,i,t,.,.._z,_~-"'"'"""""'-" 
•oo~~~~~~~~~~~~~~~~~~~..,........, 

210 

TIME {meec) 

Figure 1. Time series pair showing the high 
correlation of ZH and ZV expected in light 
rain. 

*The National Center for Atmospheric Research is sponsored by the National Science Foundation. 
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p(H,V) will be less than one if the scattering 
amplitudes for the two polarizations from each 
particle arrive at the antenna with a non 
constan·t amplitude ratio or with a phase dif­
ference. A distribution of differently sized 
particles will be the most important effect in 
reducing p(H,V). A p(H,V) of 0.432 in the 
melting layer (Figure 2) confirms this. The 
bright band in Z is quite pronounced in the 
vertical profiles plotted in Figure 3; the 
maximum value of Z is 15dBZ higher than in the 
rain below, indicating that the particles must 
be of low density ice and are probably snow­
flakes. The ZDR profile shows a bright band in 
ZDR 200m below that in Z. This depression of 
the ZDR bright band is a common occurrence in 
stratiform clouds, and increases as Z becomes 
larger; the melting snowflake apparently 
reaching its maximum degree of oblateness 
after it has started to collapse. The low 
value of p(H,V) in the bright band is probably 
caused by the coexistence of half-melted snow­
flakes and smaller raindrops. 

A spectral analysis (Figure 4) of the time 
series in the melting layer (Figure 2) shows 
an interesting component from 40-60Hz which is 
greater in ZR than ZV, and is not observed in 
the time series for the snow above or the rain 
below the bright band. 

We are currently developing Monte Carlo mo­
dels to predict the reduction in p(H,V) for 
the following hydrometeors: 

a) Monodispersed oblates - small phase dif­
ferences between the amplitude pair from 
each particle due to losses or particle 
asymmetry. 

b) Monodispersed tumbling oblates 
(e.g. graupel). 

c) Polydispersed tumbling oblates 
(e.g. graupel). 

d) Precessing and nutating polydispered 
oblates (e.g.snow and melting snow). 

e) Differently 
(e.g.rain). 

shaped aligned oblates 

In rain with a ZDR of 0.5dB we have found a 
significant fall of p(H,V) to about 0.95; 
but have not yet estalished if p(H,V) can be 
used as an independent estimate of the 
breadth of the size distribution. 

The lowest values of p(H,V) in the ice in 
convective clouds, should occur when the dif­
ference in the horizontal and vertical scat­
tering amplitudes of the particle is largest; 
this may well occur when slightly aspherical 
particles enter the Mie region, and could be a 
way of detecting large hail in clouds. If 
particles are tumbling then those with axes 
rotated at 45deg will dominate the cross-polar 
return, and therefore the cross-polar time 
series may contain information on tumbling 
rates. 

:r 
N 

Time Series on 16 Dec B7 et 064518 UT ZH - 21.23dBZ rHv - 0.432 
Rey ... 41 Gets - 3B Deley - 40usec ZoR - 2.94d8 tH - 22.4meec 
AZ - 154.00deg El - 9.42deg 

210 

TIME (msec) 

Figure 2. Time series pair observed in the 
melting layer of a stratiform cloud showing 
a lower correlation. 
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Figure 3. Profile of the vertical structure 
of a stratiform rain cloud from which the time 
series in Figures 1 and 2 are taken. 
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Figure 4. Normalised power spectrum for the 
time series of Figure 2. 
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4. ZDR FLARE ARTEFACTS AND IMPLICATIONS FOR 
DOPPLER ANALYSIS 

WILSON and REUM (1988) analyse the Doppler 
properties of a radar artefact called a 
"flare echo", which extends downrange of some 
intense radar storm echoes. It is caused by 
triple scattering from a high Z region at 
height h, down to the ground, then back to the 
radar via the precipitation, thus forming a 
spurious echo a distance h behind the intense 
core. This flare has a Doppler velocity of 
equal magnitude to that of the core but with a 
reversed sign. 

Figure 5, from the Chilbolton radar, has a 
flare echo where ZDR reaches +9dB. At a range 
of 87km Z reaches 70dBZ, and the flare may be 
identified by the column of positive ZDR in­
clined at 45deg to the vertical, extending 
from the ground at 88km range to an altitude 
of 4km at a range of 91km. We believe that 
this high value of ZDR arises because the 
triple scattering of the flare echo is con­
fined to the ZH channel; for the vertical 
polarization the induced dipoles within the 
cloud should not radiate along their axes down 
to the ground. 

Clearly such values of +9dB cannot be identi­
fied in terms of hydrometeors, but 1n less 
obvious cases positive values of ZDR towards 
the back of high Z regions could be erroneous­
ly interpreted as hydrometeors. ZDR artefacts 
caused by flare echoes should be much more 
widespread and intense at C and X band than at 
S band. 

Doppler measurements are usually made using 
the ZH channel, but these arguments suggest 
that Doppler problems associated with flare 
echoes would be reduced if the ZV channel was 
used. An analysis of the MAYPOLE data, ob­
tained by the NCAR CP2 S-band radar, reveals 
that the Doppler derived velocities from ZH 
and ZV are normally identical apart from flare 
regions. Further studies are underway to see 
if such arguments are valid at C and X band. 
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Z-R RELATIONS FROM AIRBORNE 2D-P MEASUREMENTS 

IN HAWAIIAN SHOWERS 

Rodney J. Kubesh and Kenneth V. Beard 

Climate and Meteorology Section, Illinois State Water Survey 
2204 Griffith Drive, Champaign, Illinois 61820 

David B. Johnson, U.S. Bureau of Reclamation 

1. INTRODUCTION 

Many investigators have computed empirical relationships 

between the radar reflectivity factor Z and the rainfall rate 

R, expressed in power law form as Z = ARb. Relations 

vary widely depending on location, rain type and synoptic 

conditions (see Hattan, 1973). Obtaining appropriate 

relationships is complicated by the spatial and temporal 

variability of precipitation, especially when using 

disdrometer data to compute Z and R. 

Here we present Z-R relations for trade-wind showers 

off the coast of Hawaii near Hilo from measurements 

obtained during the 1985 Joint Hawaiian Warm Rain 

Project. The data were taken with an airborne disdrometer 

(PMS 2D-P) and were collected in the early morning band 

clouds (typically 20°C bases, 10°C tops) that form 

offshore of Hilo. Aircraft penetrations of rain shafts, 

both within and beneath clouds, were made with the 

University of Wyoming King Air (operated by NCAR). 

2. MEASUREMENT AND ANALYSIS 

Both Z and R were computed from 2D-P drop size 

distributions. We used only Z-R values obtained from 

drop images that satisfied a spherical particle test. 

Concentrations were corrected for drops with centers 

outside of the diode array. In addition, all data obtained 

during orographic cloud flights or associated with ice 

particles (a rare occurrence) were excluded. 

The basic Z-R data suffers from the small sample 

volumes characteristic of the 2D-P probe (typically 20-

70 L per buffer). According to Mueller and Sims (1966) 

sample volumes for raindrop size distributions should be 

at least 1 m3 to reduce the sample size variance to a small 

fraction of the total variance. To increase the sample 

volume, we combined data from contiguous seconds. The 

largest practical time was 15 seconds (corresponding to 

1.3 km of aircraft travel and comparable to a radar volume 

dimension at medium range). 

To obtain the correct spatial averaging we used the 

equivalent of the ensemble drop concentration by 
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Fig. 1. Z-R scatter diagram. The solid line is the 
regression for the 15-second data and the dashed line is 
the regression for bin averaging (Section 4). 

averaging values of Z and R weighted by the sample 

volumes. The data were considered contiguous if the stop 

times of the successive PMS buffer showed drops present 

every second. Averaging over 15 seconds increased the 

sample volume to 0.7 m3• 

A scatter diagram for the 15-second averages is shown 

in Fig. 1. To estimate rainfall rate from the radar 

measurement, R was treated as the dependent variable 

using logarithmic values of Z and R to yield the regres­

sion R = 0.0375.z0·612 (solid line). [The regression for 

Z as the dependent variable is Z=203.6RL50.J 

Table 1. Z-R relation from Hawaiian shower data. R 
is the dependent variable, as depicted in Fig. 1, with 
coefficients for the Z-R formula in the form Z = ARb. 
The upper row is for 15-second data, and the lower row 
for bin averaging (Section 4). 

A 

214 
257 

b 

1.63 
1.70 

p 

.959 

.991 

(j 

1.06 
.71 

e 

.299 

.097 

The regression with R as the dependent variable is 

given in Table 1-but inverted to the conventional form, 

Z = ARb. Also shown in Table 1 are the correlation 

coefficient (p), standard deviation (a) and the standard 

error of estimate [e = er (l-p2) 112J. The correlation 
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coefficient, which is the fraction of variation explained by 

the regression, is high (p= 0.979), in part because Z and 

R are computed from the same data. For log-normal data 

the standard error predicts a rainfall rate uncertainty in the 

range 1 o-iR to 10+£R or 0.5R to 2.0R. However, 

because of skewness (evident in Fig. 1), the standard 

error provides only a rough estimate of the uncertainty in 

predicting rainfall rate from measurements of Z. 

3. DROP CONCENTRATIONS 

Our set of 1786 Z-R estimates contains a total sample 

volume of 1265 m3 with 2.54 million drops. This is an 

impressively large data set for disdrometer measurements 

in one type of precipitation. However, the adequacy of 

the Z-R relation in Fig. l depends on the whether 

individual samples are representative. Although each 

sample contains about 1400 drops, Z and R are strongly 

weighted by drop size, and so it is important that most 

samples contain representative numbers of large drops. It 

is clear that a 15-second sample with its 0.7 m3 volume 

cannot be used to estimate drop concentrations of less 

about than 10 m-3 (e.g., according to Cornford (1967) a 

factor of 2 uncertainty in concentration at the 95% 

confidence level requires about 10 drops.) 

Drop size distributions from the 15-second averages 

are shown in Fig. 2 in four rainfall rate categories: R < 

0.1, 0.1-1, 1-10, >10 mm/h with sizes reduced by the 

effect of equilibrium axis ratios. The dashed lines give an 

exponential distribution for convective showers (Sekhon 

and Srivastava (1971)) using the average rainfall rates. 

Fig. 2 shows the surprisingly large drops that exist in 

these warm clouds, occurring at concentrations in excess 

of an exponential distributi?n (Beard et al., 1986). In 

light to heavy rains (R > l mm/h) another noticeable 

change from exponential is the depletion of drizzle drops. 

For R < I mm/h the concentrations of drizzle is higher 

than the corresponding exponential, and there are no 

drops larger than d = 4 mm. These latter distributions 

appear similar to Blanchard's (1953) for the orographic 

clouds downstream from our study area. 

In light to heavy rains the larger drops (d = 3-5 mm) 

have concentrations of about 10-5 per liter (per 0.1 mm 

interval), or 0.2 m-3 for the 2 mm interval. Thus, the 

concentration of larger drops in these showers is much 

too low even for a rough estimate from the 0.7 m-3 

volume of a 15-second sample. 

The large scatter in Fig. 1 is apparently due to the 

376 

E 
E 

_J 

'-... 

z 
CJ 
0 
_J 

15-SECONO SPECTRA 
R .031,.38,2.3.14.9 rnrn/h 

N = 338. 542. 701. 205 

V = 245,401,494.125 rn 3 

-6L----'--'..l-l...uL----'--'-=-~-'---~ 

0 DIAMETER (mml 5 

Fig. 2. Drop size distributions for 15-second averages in 
4 rainfall rate categories: R < 0.1, 0.1-1,1-10, >10 mm/h. 
Listed are the respective average rates (R), the numbers of 
samples (N) and sample volumes (V). 

inadequacy in sampling large raindrops. The effect of 

adding a single large drop to a sample is to increases Z 

considerably more than R leading to a skewness toward 

larger Z and lower R. A simulation of PMS 2D-P 

sampling using idealized exponential distributions and a 

random arrival scheme showed a similar skewness from 

hit or miss sampling of large raindrops. Skewed Z-R data 

were a regular feature of these Hawaiian showers. 

We found that the contiguous averaging process helps 

the sampling problem somewhat. For instance, the 

variance is reduced from 1.22 for the single buffer data to 

1.06 for the 15-second averages. But contiguous 

averaging cannot be extended further because of the 

limited size of the rainshowers. 

4. BIN AVERAGINGOFZ-RDATA 

Another averaging process has been used by Mueller 

(1966) in which R from raindrop camera data was 

averaged in Z categories of 0.1 decade intervals (1 dB 

bins). The procedure was used to test whether a fitted 

regression was sensitive to the least squares method; it 

yielded a similar result to the regression. We adopted this 

method to provide additional averaging of the 15-second 

PMS data. Fig. 3 shows our regression (solid line) and a 

regression through the number-weighted average values 



of Zand R in 1 dB Z-bins (lower dotted line). Since 

there were typically 30 to 40 15-second averages per bin, 

the sample volume was increased to about 25 m3 ( or to 

about 5 large raindrops per sample). [Averaging in 3 dB 

bins tripled the number of large drops per sample with no 

appreciable affect on the regression.] 

Bin averaging is only partially physical; it averages R 

properly, but uses artificial groups of Z. We also used 

the conjugate method of averaging the 15-second data in 

0.1 decade intervals of R (upper dotted line). Since we 

have no strong physical reason for preferring one method 

over the other, we chose a mean 1 dB bin result given in 

Table 1 (Z=257Rl.70) and shown as dashed lines in 

Figs. 1 and 3. [The mean result for 3 dB bins is 

essentially the same: Z=266RL69.J The scatter for the l 

dB bin data is much smaller than in Fig. 1, e.g., the 

standard error is 0.097 (Table 1) which predicts a rainfall 

rate uncertainty of 0.80R to l.25R. 

5. DISCUSSION 

The mean bin method agrees with the 15-second 

regression only at a very low rainfall rate (0.1 mm/h) 

where large raindrops are absent. For appreciable R the 

bin method predicts a lower rainfall rate for a given 

reflectivity. The trend of increasing intercept and slope 

was noting for all averaging, i.e., A = 80, 142, 214, 257, 

266 and b = 1.51, 1.60, 1.61, 1.70, 1.69 for the single 

buffer, 6-second, 15-second, 1 dB bin and 3 dB bin 

methods, respectively. These trends are the expected 

effect of including better estimates of large drop concen­

trations in Z-R data. [The increase in A (rightward drift in 

the regression) is an effect of averaging with high Z 

scatter at all rainfall rates (see Fig. 1), whereas the 

increase in b (decrease in slope) results from averaging 

with relatively more scatter in Z at higher rainfall rates.] 

The best Z-R relation for these Hawaiian showers 

appears to be Z = (260 ± 5)R 1.7o ± 0-01 based on the 

convergence of both A and b as averaging provides more 

adequate estimates of large drop concentrations. In 

comparison Blanchard found Z = (17-31)R1.55-1.71 for 

the orographic clouds near Hilo, and Mueller found 

Z = 125R1.47 for trade-wind showers in the Marshall 

Islands. Our relation predicts reflectivity factors that are 

3-12 dB higher in light to heavy rainfalls-apparently as a 

result of higher concentrations of large raindrops. 
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Fig. 3. Bin averaging of 15-second data. Regressions are 
shown for the Z-bin method (lower dotted line), the R-bin 
~ethod (upper dotted line), the mean bin result (dashed 
lme), and the 15-second data (solid line). 

6. ACKNOWLEIXIMENTS 

The authors appreciate the assistance of Darrel 

Baumgardner in obtaining and interpreting archive data. 

This material is based upon work supported by the 

National Science Foundation under Grant A TM83- l 8669. 

Any opinions, findings, and conclusions or recom­

mendations expressed in this material are those of the 

authors and do not necessarily reflect the views of the 

National Science Foundation. 

7. REFERENCES 

Battan, L. J., 1973: Radar Observations of the 
Atmosphere. Univ. Chicago Press, Chicago, 324 pp. 

Beard, K. y., D. B. John~on and D. Baumgardner, 
1986: A1rcraft observat10ns of large raindrops in 
warm, shallow, convective clouds. Geophys. Res. 
Lett., 19, 991-994. 

Blanchard, D. C., 1953: Raindrop size distributions in 
Hawaiian rains. J. Meteor., JO, 457-473. 

Cornford, S. G., 1967: Sampling errors in measurements 
of raindrop and cloud droplet concentrations. Meteor. 
Mag., 96, 271-282 

Mueller E. A., 1966: Radar cross sections from drop size 
spectra. Ph.D. thesis, Univ. of Illinois. 

Mueller E. A., and A. L. Sims, 1966: The influence of 
sampling volume on raindrop size spectra. 12th Conf 
on Radar Meteor., Amer. Meteor. Soc, 135-141. 

Sekhon, R. S., and R. C. Srivastava, 1971: Doppler 
radar observations of drop-size distributions in a 
thunderstorm. J. Atmos. Sci., 28, 983-984. 

377 



COMPARISON BETWEEN AIRCRAFT AND DOPPLER RADAR 
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1- INTRODUCTION 

The interpretation of radar reflectivity data in terms 

of pertinent cloud parameters such as liquid water 

contents QL or mean droplet diameter D is an 

important goal of radar meteorology. 

An empirical formula relating radar reflectivities to 

liquid water contents has been presented by Atlas 

(1954-). Later Sauvageot and Omar (1987) proposed a 

similar formula obtained by using data collected 

during the "COCAGNE 3;, experiment. This formula : 

Z = 0.068 Ql.94- (1) 

can be used to calculate radar reflectivities in cloudy 

air regions containing droplets with a maximum 

diameter smaller than 200pm. 

The goal of this paper was to check this Z-QL 

formula by using data sets obtained during the 

"ENCC 1983" experiment in Voves (Pontikis et 

al., 1987). The data sets concern non precipitating 

clouds simultaneously observed by a 8mm Doppler 

radar and sampled by using an instrumented aircraft. 

2- DATA SETS 

The "ENCC 1983" experiment in Voves took place 

from 1 to 20 September 1983. All clouds observed 

during this period were convective. Some developped 

after the passage of a cold front resulting in a cool 

region with numerous cumuli having flat bases at 

nearly 1100 meters. The whole cloud layer within a 

radius of 100 Kms was explored by the 8mm Doppler 

radar RABELAIS of the Laboratoire d'Aerologie de 

Toulouse. The dynamic, thermodynamic and 

microphysical measurements were obtained by using 

the instrumented EERM Pipper Aztec aircraft. The 

mean aircraft velocity inside clouds was about 70m.s­

l and the data collection frequency was lHZ. Liquid 

water contents were both measured by using the 

Johnson-Williams device or calculated by using the 
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FSSP data. For exemple figure 1 presents the 

evolution of the liquid water contents as function of 

time for the 805mb level sampled the 9 of september 

1983. 
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FIGURE l : FSSP and JW liquid water contents (g/Kg) 

on the 805mb level sampled on 9 September 1983 

3- RESULTS AND CONCLUSION 

For this analysis three cloud groups have been 

considered. They concern clouds sampled respectively 

on the 9, 12 and 15 september 1983. Most of the 

clouds were non precipitating with reflectivities 

lower than -15 dBZ. The vertical variation of 

reflectivity was week, while the horizontal one 



showed a lKm scale variation corresponding to a 

cloud band structure. The reflectivity Z according to 

time has been calculated by using the liquid water 

content measurements and formula (1). Figures 2 and 

3 present the calculated reflectivities according to 

time for different levels of the concerned cloud 

groups. The upper and lower limits of the values 

obtained by the 8mm radar are also plotted. The 

agreement between calculated and observed 

reflectivities is satisfactory for the levels near cloud 

base. 

In figure 4 the calculated reflectivities in a 700m 

zone 'are larger than the observed ones. This fact 

is probably due to the different sampling volumes for 

aircraft and radar measurements. Probably drops 

with diameters larger than 200pm were present at 

this level near cloud top in a volume smaller than the 

radar impulsion one. 
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EHF ATTENUATION THROUGH THE MELTING LAYER 

Arnold A. Barnes, Jr. 

Air Force Geophysics Laboratory: AFGL/LYA 
Hanscom AFB, MA 01731-5000 u.s.A. 

INTRODUCTION 
Recently there has been a move to higher 
frequencies as the lower EHF communication 
bands have become more crowded. Above 20 GHz 
the signals are attenuated by intervening 
precipitation. For those satellite communication 
systems which operate at low signal-to-noise 
ratios, the attenuation due to precipitation 
can cause systems outages which for some 
operations cannot easily be circumvented by 
alternate routes or equipment. 

A 35 GHz signal from a satellite experiences 
very little attenuation while passing through 
the ice and snow regions in the upper parts of 
the storm. However, as soon as it encounters 
wet snow in the melting layer, the attenuation 
increases markedly because of the change in 
the index of refraction of the precipitation 
particles. As the snow particles melt they 
collapse into raindrops which fall faster 
than the snow. Below the melting layer the 
spherical rain drops attenuate the signals. 
Rain attenuation has and is being studied by 
other groups, and relationships have been 
established between attenuation, rain rates 
and drop size distributions. Studies have 
reported that attenuation in the melting layer 
is two to ten times that in rain (Nishitsugi, 
et al, 1971;0guchi, 1983). Since the large wet 
snow flakes in the melting layer are about the 
same size as the wavelengths (~ 8mm), this 
should not be unexpected. In designing our 
Weather Attenuation Program emphasis was given 
to studies in the melting layer, and we drew 
heavily on our previous cloud microphysical 
studies of the melting layer, (Schaller, et al, 
1982; Fukuta, et al, 1983; Cohen and Sweeney-,-
1983) and our studies of large scale storm 
systems (Barnes, et al, 1982). 

2 PROGRAM OVERVIEW 
Signal strengths from the 38 GHz transmitter 
aboard satellite LES-8 were recorded and they 
clearly demonstrated the attenuation due to 
the precipitation between the satellite and 
the ground receiving site at Lincoln Laboratory 
which is located on Hanscom AFB. Airborne 
meteorological data were collected by the 
instrumented aircraft. End products included 
ice/water content, particle size distributions, 
temperature, humidity and aircraft position. 
A new instrument designed to measure the mass 
of ice and/or water was also tested for 
collection of precipitation mass information 
within the melting layer where both snow and 
rain coexist (Plank, 1987). 'Ihe program was 
conducted in the greater Boston area from 15 
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March through 22 May 1986 and 
obtained even though rainfall 
period was much below normal. 
depicts the program. 

3 LES-8 ATTENUATION 

ten cases were 
during this 

Figure 1. 

Satellite LES-8 was in a quasi-geostationary 
orbit which moved north and south during a 
siderial day. It was always above the horizon 
as seen from Lincoln Laboratory, and varied in 
elevation angle from 8 to 49 degrees above the 
horizon. Its 38.04 GHz transmitter fed into a 
steerable dish which operated in an autotrack 
mode to point its 1° beam at the Lincoln 
Laboratory dish receiving antenna. The received 
signals were recorded and compared with signals 
recorded during periods of clear weather. We 
observed attenuation in excess of 15 dB during 
periods of moderate to heavy showers and 6db 
in steady rain. Figure 2. is an example of 
observed precipitation attenuation. 

It was discovered that there was a 1 to 2 dB 
loss of signal when the radome covering the 
receiving antenna was wet. This was measured 
by spraying the radome with water on a clear, 
dry day. 'Ihere is also increased attenuation 
as the radome gets dirty. Cleaning of the 
radome every four years or so reduces the 
attenuation by approximately 1dB (H. Hoover, 
1986, personal communication). 

4 GROUND BASED EQUIPMENT 
At the Sudbury site a Joss distrometer was used 
to measure drop size distributions, and the 
total rainfall was measured with a tipping 
bucket raingauge. At Hanscom AFB a second 
Joss distrometer was used during the latter 
half of the program. A fast response rain-rate 
meter, a fall velocity meter and standard 
meteorological equipment which provided 
temperature, dewpoint and wind velocity were 
used. The non-standard equipment was developed 
by the Cloud Physics Branch and has been 
patented by the Air Force (Gibbons, et al, 
1983; Plank and Berthel, 1983). Loransondes 
(rawinsondes using LORAN to obtain winds) 
which were developed for AFGL under contract, 
provided detail soundings. 

5 THE M-METER 
Past work suggests that EHF attenuation is a 
function of the relative mass of ice, snow and 
rain in the volume through which the signals 
pass (Ebersole, et al, 1984). Airborne 
measurement of the precipitation mass has been 
difficult. 'Ihe PMS instruments which measure 
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particle size and shape give very good 
measurements of mass when operating in rain 
where the particles are spherical and the 
density is essentially constant at 1.0 gm/cm3. 
In ice and snow the particles are irregular, 
the densities vary widely, and so called 
"L-to-D" relationships are used depending on 
the crystal habit and size (Cunningham, 1978; 
Heymsfield, 1972; Heymsfield and Knollenberg, 
1972; Knollenberg, 1975; Plank, 1977). As 
mentioned above, we are particularly interested 
in the melting layer, and it is in this layer 
where "L-to-D" relationships are practically 
useless. 

The M-Meter (Plank, 1987) makes use of the 
mass of the precipitation directly to obtain 
measurements (see Figure 3.). 'Ihe housing is 
attached to the aircraft and contains the 
detector which measures the rotation speed 
of the spinner, which is located at the base 
of the cone shaped deflector. The spinner has 
slanted fins which causes it to spin as it 
passes through the air. When precipitation 
particles get into the fins they slow the rate 
of rotation (reduce the angular momentum) 
because they are more dense than air. To keep 
the particles from bouncing off of the cone 
shaped deflector and not passing through the 
fins, there is an outside deflector supported 
from the housing by four outriggers. 
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Figure 3. The M-Meter 

This instrument was first flight tested on the 
Weather Attenuation Program and was found to 
be more sensitive than anticipated. In fact, 
the accuracy was limited on these test flights 
due to the inaccuracy of the calculated true 
air speed. We believe that accuracies of .01 
gm/m3 are achievable. The present design 
works well from 100 to 180 knots (50 to 93 m/s) 
and can be extended to 200 knots (103 m/s). 
In order to operate at higher true air speeds, 
the spinner must be redesigned. 

6 RESULTS 
Ten different precipitation events were 
investigated even though the amount of rainfall 
was much below normal for this 69 day period. 

The 38 GHz signals from satellite LES-8 showed 
attenuations in excess of 15dB during some of 
the showers while light continuous precipitation 
gave attenuations of about 6dB. We were 
concerned about the attenuation due to the 
radome covering the receiving dish at Lincoln 
Laboratory being wetted by the rain, so we 
sprayed the radome on a clear, dry day and 
found a loss of one to two dB. 

The other ground based and airborne equipment 
operated normally on almost all occasions, but 
one Joss distrometer did not operate properly 
prior to the first of May. 

Tests with the M-meter went better than expected. 
Speed and altitude corrections were close to 
predicted, but the sensitivity was greater than 
expected and was found to be limited by the 
accuracy of the calculated true air speed. 
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SIZE DISTRJBUTION OF PRECIPITATION PARTICLES IN MIDLATITUDE 
MESOSCALE CONVECTIVE COMPLEXES 
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Department of Atmospheric Science, Colorado State University, 
Fort Collins, CO 80523 

1 Introduction 

Measurements of precipitation particle size distributions 
above and beneath the melting layer in the transition region 
and stratiform region of two mid-latitude mesoscale convective 
complexes during the 1984 Airborne Investigations of Mesoscale 
Convective Systems (AIMCS) and the 1985 PRE-STORM exper­
iments were analyzed to understand how well the observed par­
ticle size distributions can be approximated by various types of 
distribution functions, such as exponential and log-normal distri­
butions. The parameterization problem ofmicrophysics in cloud 
modeling is also discussed. 

2 Data 

There are 78 samples of the hydrometeor size spectra ob­
tained from the stratiform region of an AIMCS case (15 July 
1984) and 149 samples taken from the PRE-STORM case of 4 
June 1985. Among them 62 samples were taken from the transi­
tion region during the horizontal flight at the 5150 m level (-6. 7° 
- -8.5°C), 41 samples were taken from the stratiform region at 
the same level, and 46 samples were taken during the vertical 
sounding flight from the 6100 m (-13.0°C) to 3000 m (+L2°C) 
levels in the stratiform region. 

3 The exponential fit to hydrometeor size spec­
tra 

The Marshall-Palmer distribution 

(1) 

is applied extensively in the parameterization of microphysics in 
numerical cloud models. It is determined completely by the slope 
parameter A and intercept parameter No. Generally, the inter­
cept parameter No is assumed constant, while in some cloud 
models the slope parameter A is assumed constant. Observa­
tional evidence, however, suggest that both the slope A and in­
tercept No depend on meteorological conditions, cloud condi­
tions, and time and location of the sample taken in the cloud 
system (Waldvogel, 1974). The measurements in the midlat­
itude mesoscale convective complexes in this study show that 
the exponential distribution fits the observational precipitation 
particle size spectra well in the entire measured region. The av­
erage linear crrelation coefficients for lnN(D) and D is-0.96 for 
water drops and -0.92 for ice particles in the stratiform region 
of the AIMCS case, and -0.96 and -0.98 for the ice particles in 
the transition region and stratiform region of the PRE-STORM 
case, respectively. Fig. 1 shows the scatter plots of intercept 
N0 as a function of slope A. It can be seen from Fig. 1 that 
the slope A does not vary much for water drops in the AIMCS 
case, its mean value is about 17(±3.6) cm. So A may be con­
sidered approximately a constant as suggested by Cotton et al. 
(1986). The sample size of water drop size spectra from the PRE­
STORM case is too small to be meaningful. For ice particles, 
however, both N0 and A are variable. The values of intercept 
parameter N0 vary up to 3 orders of magnitude, from 4 x 10-3 

to 3 x 10°cm-4, and slope parameter A vary about 7 times on 
magnitude, from 6 to 45 cm-1 . Therefore, assuming the slope 
parameter or the intercept parameter as constant in modeling 
the stratiform region of MCSs is not appropriate. As a con-

sequense, one cannot diagnose the particle concentrations from 
the prognostic values of mixing ratio. Therefore it is necessary 
to develop a set of prognostic equations of particle number con­
centration in a parameterized cloud microphysics model. Here 
we propose an approximate empirical approach to diagnose the 
particle concentration from the prognostic value of mixing ratio. 

There is some correlation between the intercept No and slope 
A as shown in Fig. 1, which is reflected by the fact that decreas­
ing values of A usually correspond to decreasing values of N 0 • 

That is particularly reasonable for the mature cloud system in 
which the main processes affecting the size spectrum are self­
collection, aggregation and collisional breakup. The best fit line 
has a form 

(2) 

with a correlation coefficient of 0.94 between 1n No and 1n A 
(AIMCS case when a= 1.1 x 10-4 and b = 2.8), and 0.89 (PRE­
STORM case when a= 3.4 x 10-6 and b = 3.8). 

There does not seems to be an obvious relation between the 
distribution parameters (No and).) and the water content (WC). 
However, assuming an exponential distribution and the definition 
of water content, we fit an empirical relation of the form 

No , 
A=c+d(-)' 

WC 
(3) 

where c, d are different for water and ice particles and depending 
on the cloud system condition. For AIMCS case, the correlation 
coefficient is 0.73 for water drops when c = 0.96 and d = 1.28, 
and 0.98 for ice particles when c = -7.1 and d = 1.33. For the 
PRE-STORM case, the correlation is also pretty good for ice 
particles, being 0.98 when c = -2.0 and d = 0.86. Fig. 2 shows 
the degree of linear correlation. Based on Eq. 2 and Eq. 3, the 
size spectrum parameters can be inferred from the prognostic 
value of water content WC and, thus, the size distribution and 
number concentration from the integration of Eq. 1. 

4 The lognormal fit to hydrometeor size spec­
tra 

Although the results of observational and theoretical studies 
of the evolution of hydrometeor size distributions generally sup­
port that the exponential distribution is a good approximation 
to the size distribution of precipitation particles, important devi­
ation from it have been noted. Feingold and Levin (1986) argued 
that an exponential distribution cannot adequately describe the 
observed raindrop size distributions. They, as well as others in 
the past, suggested that a lognormal distribution 

N, ln2(.12..) 
N(D) = ,/2ir T exp[-~] (4) 

21rlnu uD 21n u u 

better fits the observational raindrop size distributions. The pa­
rameter of the lognormal distribution NT is total number concen­
tration of particle, Dg is the geometric mean of the particle diam­
eter, and O"g represents the standard deviation. We are interested 
in whether the lognormal distribution better fits observed par­
ticle spectra than the exponential distribution aloft for the ice 
particles in the midlatitude mesoscale convective complexes. 

For measuring the goodness of fit of a distribution function 
to an observational particle size distribution, we use a relative 
standard error ( coefficient of variability) defined as 
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CV= ..2_{ !:. I)Ni(observ) - Ni(fit)]2}½ (5) 
NT n i=l 

where i represents the ith size category of particles. We use CV 
to compare the goodness of fit of the lognormal and exponen­
tial distribution for the ice particle data taken from horizontal 
flight in the transition region and stratiform region of the PRE­
STORM case. Table 1 presents a comparison of the average rel­
ative standard error ( CV) for these two distribution functions, 
the mean values of distribution parameters are also presented 
in Table 1. The results of the tests indicate that the lognormal 
distribution is a better fit for ice particles in both the transi­
tion region and stratiform region. Fig. 3 illustrates the result 
of applying these two formula to the mean size distributions in 
the transition and stratiform regions. It can be seen from Fig. 
3 that the lognormal distribution better approximates the small 
particle size range, while the exponential model is better in the 
larger size range. 

Under the assumption of lognormal distribution, the water 
content WC(gm-8

) and radar reflectivity Z(mm6m-8 ) can be 
represented (Feingold and Levin, 1986) as 

WC= 

z = 

1r 3 9 2 

6 x 10- NTD9 e:z:p(2ln o-9 ) 

NTD!e:z:p(18ln2o-9 ) 

(6) 

(7) 

If we can get a certain relation between D9 and o-9 , then the 
number concentration NT and, thus, the size spectrum of pre­
cipitation particle at any time can be inferred from the water 
content WC and radar reflectivity Z. Fig. 4 exhibit a good 
correlation between the lno-9 and lnD9 (with linear correlation 
coefficient of 0.91). The best fit line has a form as 

o-9 = 12.65D~·56 (8) 

,a 10' 

oo' • 

10·1 ,o· 
0 IZ ,. 36 .. 0 12 " 

,. 
Xtem·11 ).\,:,.,91) 

(a) (b) 
Fig. 1 Scatter diagrams of intercept parameter No plotted as a 

function of slope parameter ). of exponential distribution fitting the 
observed particle size spectra. (a) is for AIMCS case and (b) for 
PRE-STORM case. 

Then the particle number concentration can be diagnosed from 
the water content WC and radar reflectivity Z using the equa­
tions mentioned above, which should be useful in parameterized 
cloud microphysics models. 

5 Empirical aggregation efficiency 

One of the main problems in modeling snowflake aggregation 
is that of determining the collection efficiency among crystals, 
which is complicated by the nonuniform vertical and horizontal 
motions of ice particles, and also affected by a variety of factors, 
such as the crystal habits, air humidity and temperature, and the 
presense of supercooled cloud droplets. A few laboratory studies 
made in restrictive conditions obtained conflicting results. We 
therefore apply Passarelli's (1978) scheme to estimate the collec­
tion efficiency in the stratiform region of the PRE-STORM MCC 
case during its mature stage. Passarelli used the moment con­
servation equations for total mass and reflectivity factor fluxes 
for aggregating snowflakes to diagnose the mean collection effi­
ciency. For the case of steady, constant mass flux of snow, the 
resulting explicit expression of the mean collection efficiency E 
in a layer is 

(9) 

where his the height below a reference level(z = 0), No and .>. 
the exponential distribution parameters at z = h, ..\0 is the value 
of). at z = 0, b1 is a parameter in the particle fall speed equation 
( v(D) = a1Db,), and I(b1 ) is a function of b1. In the case of b1 = 
0.25, we obtained I(b1 ) = 566. We calculated the exponential 
distribution parameters N0 and .>. at various levels during the 
vertical sounding flight. Using the best fit lines of No(z) and 
.>.(z) as shown in Fig. 5, the mean collection efficiencies at various 
layers can be calculated. We obtained an empirical formula as 

E(T.) = 100-235+0.0633T,. (10) 

This equation has been used in the simulation of ice-phase mi­
crophysics in another paper of this conference (Fan et al., 1988). 
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1 . I NT RO DUCT I ON 

Located in the south of Yunnan Pro­

vince of China, Xishuangbanna is the 

largest,tropical forest area in China's 

mainland, famous for its frequent foggy 

days. 

Fog caused by radiation in this area 

was sampled for 28 days from Dec. 26, 

1986 to Feb.18, 1987. A tri-combination 

dropsize spectrometer was used for 

sampling fog spectra. GZW-1 type lower­

layer radiosounds were used for the 

vert i ca I temperature prof i I e in the 

boundary layer. In order to know the 

distribution of fog and temperature in 

the mountain region, an observing car 

was used 77 times along the twisty road 

from Jinghong to Mengyang to get data 

at intervals of 1 km. 

2. TEMPORAL AND SPATIAL DISTRIBUTION OF 

RADIATION FOG IN WINTER 

Table 1 gives the number of foggy days 

at 4 meteor □ I og i ca I stations, I ocated 

in 4 basins of Xishuangbanna.It is seen 

that the annual average number of foggy 

days in this area is more than 130 

Fig.1 shows part of the car observa­

tions on Jan.6, 1987.Conclusions can be 

drawn as fol lows: 

1). During the first stage of fog for­

mation, the fog I ayer Is very sha I I ow 

and the visibi I ity is 200-300m (Fig.la). 

Then the layer 1s getting thicker and 

thicker unti 30 minutes before the fog 

dissipates. 
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2). Fog dissipation begins from the 

bottom It takes about 3 hours for the 

whole fog layer to disappear (Fig.le). 

As a result, fog in the basin of Xish­

uangbanna often doesn't touch the 

ground. 

3). Fog Is found thicker and has poorer 

vis i bi Ii ty on the north side 

the south side of the hi I I. 

than on 

Table 1. The number of foggy days re-

gistered at 4 stations in Xishuangbanna 

Jing- Meng- Dameng- Meng-

hong ia long hai 

Average(day) 132 152 135 138 

Maximum(day) 184 208 168 167 

Minimum(day) 87 94 103 110 

Temporal pe­

riod of data 

1954-

1980 

1957-

1980 

3. MICROSTRUCTURE OF FOG 

The sma I I est water part i c I e 

be captured by the dropsize 

ter is 

drops 

3.5.,,um in diameter. 

used in this study 

or more in diameter. 

1958-

1980 

1958 

1980 

which can 

spectrome­

So, the fog 

are 3.5 /um 

3.1 Some of the 

ters 

microphysical parame-

Table 2 gives the microphysical parame-

ters observed at J inghong, Mengyang and 

Mengha i . It shows that the water content 



of the fog in Xi shuangbanna is compara-

tively low in general But ot the three 

observational P □ ints, the tog in the 

Jinghong basin was the weakest in 

strength, the i □ west in the number den-

of 2J;..im in diameter and its second and 

third peaks are at 28 and 35_,,um , res­

pective I y. The Mengha i spectrum is not 

only wider but also has larger drops 

than the J inghong spectrum. 

s i ty and water content, and the sma I I est ;;5 r--..----------------------1 

in dropsize scale. In contrast with 

Ji nghong tog is Mengyang tog. 

1-ieight(M,ASL) 

5 

1000 

900 

800 

700 

600 
Visibi I ity 

<'. 100 m 

jOO-,J DD f1? 

.)Oo-5oofY1 

Jinghongbasin 

JO f<./"1 

Fig.1. The temporal and spatial distri-

butions ot tog observed by the moving 

car 

Table 2. The 

of tog 

microphysical parameters 

Observa­

tional point 

Range 

of 

Dia. 

( um) 

Mean Number Water 

(um) 

Jinghong 3.5-51.6 12.0 

Menghong 4.3-58.3 21.1 

Menghai 4.6-53.0 19.6 

den­

sity 

21.7 

31. 6 

27.3 

3.2. Dropsize spectrum of fog 

con-

tent 

0.07 

0.26 

0.13 

As is shown 1n Fig.2 , the J i nghong 

spectrum has only one peak with a 

of 3.5;um 1n diameter, while the 

mode 

Meng-

ha i spectrum is mu! ti peaked with a mode 

..)0 
< a> 

Jinghong 
,s 

~ JO 

>-
5 ,., 

lfl 
C 0 
llJ 
u 

llJ c b J 
::, ,)0 

Menghai 
+' 
ru 15 
llJ 

JO 

5 

0 
/0 ;)O 30 f./0 50(,),<"7) 

Fig.2.Dropsize spect1~a of tog 

The change in tog spectrum can be taken 

as a parameter which represents differ-

ent stages during the residence ot 

tog. On Jan. 9, 1987, tog developed at 

02:00 (Beijing Time) and disappeared at 

11:30 Some of the observations of the 

spectra from 06:00 to 10:00 are 

in Fig.3 It can be clearly seen 

shown 

that 

the spectra at 06:00 were ot single-

f::>eak type and had a mode of 10. 5_;(.Jm in 

diameter and more than 80% of the 

fog drops ranged from 10.5 to 17.5 _,A.Jm 

in diameter.In the developing stage,the 

fog spectrum evolved into a multipeak 

type. The original peak moved rightward 

cont i nu:ius I y and, meanwh i I e, the second 

and third peaks appeared on its 

But from 10 □ ,clock on, larger 

decreased considerably, and the 

right. 

drops 

peaks 

in the larger drop area disappeared, 

whi ie the smaller drops increased and 

the peaks returned to its original posi­

tion and projected again. These are the 
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typ i ca i characteristics in 

patin9 stage of the to9. 
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Fi9.3. Evolution of the fo9 spectrum at 

Men9yan9 on Jan.9 

4. FEATURES OF VERTICAL TEMPERATURE 

PROFILES IN FOG 

Fi9.4 shows the time-height section of 

the air temperature in the lower /ayer 

The during the evolution 

evolution of the fo9 

of the 

can be 

f 09 .. 

generally 

divided into 4 stages, i.e., formation, 

development, persistence and dissipa-

tion. The forming stage 

comparatively short time. 

lasted tor 

As shown 

a 

In 

Fi9.4, fo9 formed before 04:00 , deve­

lasted loped from 04:00 to 07:00 and 

unt i I it began to dissipate at 10=00. 

We can conclude that before to9 starts 

to form an inversion exists 

ground to the height of a few 

meters and, from this I ayer up 

height of 250m, the 9radiant 

ture is very sma I I . As time 

from 

tens 

to 

the 

of 

the 

tempera-

9oes on, 

the air temperature near the ground de-

crease sharply, which results In the 

-formation of the to9 in the I ayer be-

low 100m. In the developing stage, a 

co Id center exists in the I ayer between 

100 and 200 meters.Because the air tem­

perature above 250m height decreases re­

pidly, the cold center moves upward and 
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meanwh i I e, the he i 9ht of the fo9 top 

increases. But a warm ridge appears In 

a layer under the cold center and makes 

the lower part of the to9 start to dis­

the sipate. The 

third stage 

primary 

is that 

features 

the cold 

in 

center 

9oes up to the height of 300m, with the 

fo9 top between 280 and 300m, and mean-

wh i I e the fo9 near the ground di sap-

pears, and the fo9 exists oniy in the 

layer between 180 and 280m. The 

patin9 stage begins when the air 

dissi­

tem-

perature near the ground increases. And 

then the temperature in the upper I ayer 

increases quickly So the rise of 

the air temperature 1n the whole 

accelerates the fo9 dissipation. 

noted that the dissipation starts 

bottom 

iayer 

It is 

from 

keeps the bottom, i, e. the fo9 

9oin9 higher unti I the 

completely. 

fo9 di sap1::iear s 
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THl RASIC CHARACTERISTICS 

OF THE WINTER NORTHERN XINJIANG STRATIFORM CLOUD SYSTEM 

Gao Ziyi Zhang Jianxin 

Weather Modification Office,Xinjiang,China 

1. INTRO DUCT ION 
Since 1978,an operational 

winter stratiform cloud seeding 
program using majorly airborne 
to augment surface snow cover 
and to protect winter wheat has 
been conducted at the northern 
foot of central Tian Shan Moun­
tains of the Xinjiang,China.The 
extensive measurements of the 
cloud and the precipitation,whi­
ch include aircraft,radar,radio­
sondeand radiowind,tehered bal­
loon and ground-based precipita­
tion physics observations,have 
been done simultaneously. The 
basic purpose of these observa­
tions was to understand the phy­
sical processes associated with 
the formation of winter precipi­
tation in this region and to eva­
luate precipitation augmentation 
potential. 

This article will attempt to 
give a summary of basic charac­
teristics for the winter strati­
form cloud systems ranging from 
synoptic properties of the cloud 
system to the microphysical cha­
racteristics of the cloud elemen­
ts formed these systems. 

2. GENERAL CHARACTERISTICS 
Based upon preliminary analy­

sis for data collected during 
last several years,the general 
characteristics of the Xinjiang 

•winter stratiform cloud systems 
can be described briefly as fol-
low: 

1) The organized winter cloud 
systems responsible for most of 
the precipitation in the northern 
Xinjiang during the winter almost 
always form under the synoptic 
situations of the upper-level 
low pressure control and the sur­
face cold front passage. They 
have quite often a multi-level 
structure consisted of 2-3 cloud 

levels.One important water vapour 
s~urce for precipitation produc­
tion and particularly for lower 
cloud formation is the local wa­
ter storage under the intensive 
inversion layers that occurred 
often during the winter. The in­
tense precipitation produce in 
company with cold air invasion. 
There is a clear relationship bet­
Yeen process precipitation and 
maximum of drop in temperature. 
The precipitation elements in the 
cloud system grow mainly within 
the boundary layer below 1500m 
precipitation from the regions'of 
the cloud above 3000m account for 
approximately 5-30% of the total 
precipitation.An estimation based 
on precipitation intensity varia­
tion with height suggest that 
boundary layers exist rather in­
tense updraft speed reaching a 
few tencms~ That predominantly 
northwest~rly flow occured behind 
cold front is elevated by spici­
fic topograph of Tian San Moun­
tains oriented west-east is pro­
bably one important factor which 
may cause precipitation produc­
tion primarily postfrontal lower­
levels. 

2) The cloud top temperatures 
are mostly not colder than -30 8 C, 
among them about 50% are warmer 
than -24°C.Their warmer cloud 
tops lead up to insufficiency of 
the natural glaciazation of the 
cloud systems. The average concen­
trations of the ice crystal and 
the snow crystal are an of maoni-

tude at 10 L-1 and 10-1 L-1 resp~cti­
vely. They are less than the some 
areas of China and foreign coun­
tries lain in the about same la­
titude •. The surface ice nuclei 
concentrations correspond with 
cloud ice crystal concentrations. 
Average and maximum of ice nuclei 0 _, 

measured at -20 Care a.SL and 

389 



7.SL1 
respectively.It seems that 

secondary ice crystal production 
mechanisms are not active.As op­
posed to lower ice particle con­
centrations,the regions of the 
cloud that contain supercooled 
liquid water are deeper ranging 
generally from a few hundred me­
ters to more than thousand me­
ters in which liquid water con­
tents approach 0.1-0.3gm;.The 
supercooled droplet size spectra 
are fairly narrow and are typi­
cally contineutal in nature with 
a rather high degree of colloi­
dal stability.In the general,pre­
cipitation formation in the Xin­
jiang winter stratiform cloud 
systems is a typical Bergeron­
findeisen mechanism of rain for­
mation,ice crystal formation and 
its subsequent growth seems to 
be the major snowforming process. 

3) The "seeder-feeder" mecha­
nism play an important role for 
precipitation formation and evo­
lution.The relative dispositions 
between "seeder" clouds and "fee­
~er" clouds in time and space 
have significant difference for 
various cases.The intense "see­
de~'clouds have band-form or 
stripe-form distribution features 
in the middle troposphere.Upper 
level intense "snowfall bands", 
in which snow crystal flux den­
sities reach 103 -104 m-2 s-1 ,have a 
width of a few ten meters.During 
the early stage of the precipi­
tation,"feeder" clouds have often 
much more supercooled liquid wa­
ter contents.However,when "see­
der~ clouds move over them,super­
cooled liquid water within the 
"feeder" clouds are exhausted 
quite rapidly.By the time,radar 
reflectivity factors are signi­
ficantly on the low side.During 
the early stage of the precipita­
tion,apprriximately 40% of the 
winter stratiform cloud systems 
contain liquid water or have sui­
table conditions to the growth 
of the snow crystals.But,preci­
pitation efficiences are lower 
,for lack of upper level "seeder" 

390 

clouds.Therefore,these clouds 
will be utilized as seeding tar­
get clouds .. 

3. A CASE PRESENTMENT 
This case presents a weak 

cold front precipitation process 
that occurred at 15 December 
1980.The aircraft measurements 
have been conducted from 0935 
to 1247 and from 1514 to 1640 
respectively(all times are Peking 
time).The ground-based precipita­
tion observations which included 
snow crystal samling and snowfall 
intensity measurement have been 
done.The main-body cloud of the 
cloud system had a depth of 4-5 
Km,und consisted of upper-level 
cloud(As) and lower-level cloud( 
Sc).The front part of the cloud 
system that located approximate­
ly 120Km east of the main-body 
cloud was majorly As;the rear 
part of the cloud system was 
majorly Sc. 

Between 0935 and 0956,a ver­
tical sounding in deep main-body 
cloud indicated that average con­
centrations of ice crystal and 

snow crystal were 21.9L1 and 
1.47l~ respectively.There was 
not liquid water below 3200m( 

all heights are above mean sea 
level).From 3200m-level to 4300m 
level,lower liqtiid water whose 
average and maximum were only 
0. 0017gm-3and O. 0037grri'3 respPctive­
ly were measured.Sequently,a few 
~f horizontal panetrating flights 
in the main-body cloud obtained 
sam8 results as given above. 

Fig.1-3 sh~w separately ver­
tical distributions of ice crys­
tal concentration,snow crystal 
concentration and liquid water 
content in the main-body cloud. 

However,aircraft measuremets 
at front part of the cloud system 
obtained different results,avera­
ge liquid water content reached 
0.020gm~ that was about ten times 
as high a::., main-body cloud.But 
average ice crystal concentration 
at cloud top was only O. 05L-1

• In 
adition,average drop size spec-



trum at cloud top was fairly na­
rrow, the majority of the drops 
were smaller than 12fm(see Fig. 
4) • 
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During second flight bet­
~een 1514 and 1640,shallow low 

cloud that located near part 
of the cloud system were found 
to have highest liquid water 
contents,average and maximum 
approached o. □ Sgm~ and 0.16g~3 

respectively,but average and 
maximum of ice crystal concen­
trations were only 0.36C1 and 
4. 3L1 

• widest droplet size spec­
trum arised at the mid-lower 
part of the cloud,largest drops 
1,Jere 49,Um(see Fig.5). 
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Evidence suggested that the 
microphysical characteritics of 
the cloud system had significant 
difference for various regiuns 
of the cloud system. The front 
part of the cloud system contai~ 
ned much more liquid water,but 
natural glaciazation of the cloud 
was insufficient. 

Based on ground precipitation 
observations,fig.6 show the va­
riations of snow crystal flux 
for various habits.Fig.? show si­
multaneusly the evolutions of 
both snow crystal flux(for all 
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habits) and precipitation rate. 
from fig.6 and fig.7,we can 

find that characteristics of pre­
cipitation of the cloud system 
are relate to the frontal zone 
position.Prior to frontal passa­
ge(before 0600),precipitation 
consisted primarily of spatial 
dendritic and sheath crystals, 
and precipitation rates were less 
than 0.2mm.h-1 .During passage(bet­
ween 0600 and 1200),aircraft and 
surface observations found that 
the dominant crystal habits were 
column and irregular,and snow 
crystal flux reached maximum of 
5500m-2 s-1 at 0700.After 1 hour, 
precipitation rate also increased 
to peak of 1.0mm.h-1

• 
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fig.6 : Time evolution of the 

flux of snow crystal 
for various shapes 
1: dendritic;2 : needle 
or sheath;3; plate;4:co­
lumn 

1;precipitation rate 
2:snow crystal flux 

After passage(after 1200), 
aircraft observation found that 
surface precipitation fell pri­
marily from postfrontal low cloud. 
The major snow crystals were nee­
dle,flux and rate arised agai~ 
higher values of about 4000~2

~ 

and 0.52mmn1 respectively.However 
postfrontal precipitation contri­
buted little to total prbcipita­
tion because of its short dura­
tion.The main-body cloud preci­
pitation accounted for approxi­
mately 56% of the total process 
precipitation. 
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THE RAINFALL ENHANCEMENT BY TWO LAYER CLOUD STRUCTURE 

OBSERVED AT OROFURE MOUNTAIN RANGE, HOKKAIDO, JAPAN 

Katsuhiro Kikuchi, Koyuru Iwanami and Takashi Taniguchi 

Department of Geophysics, Faculty of Science, 

Hokkaido University, Sapporo 060, Japan 

1. INTRODUCTION 

It is well known that the southeastern 

slope of the Orofure mountain range in 

Hokkaido has abundant rainfalls. 

Heavy orographic rainfalls in this 

range arise from a combination of the 

lower layer clouds caused by uplifting 

of the warm wet air from the Pacific 

Ocean and the precipitation from the 

upper level clouds of the synoptic 

scale disturbance. The numerical ex­

periments by Kikuchi et al. (1988) 

support this conclusion. A two layer 

cloud structure model, that is, a 

seeder and feeder mechanism, of oro­

graphic rainfalls was first proposed 

by Bergeron (1965). And the impor­

tance of this mechanism has been em­

phasized by many investigators (Takeda 

et al., 1976; Hill et al., 1981). 

There seem to be no reports, however, 

of the interaction between the upper 

seeder cloud and lower feeder cloud by 

radar observation directly. Radar ob­

servations, therefore,were carried out 

at this mountain range from August to 

September in 1985 and 1986. 

2. OBSERVATION AREA 

Fig. 1 shows the horizontal distribu­

tion of total rainfall amount on Sept. 

7, 1985. The observation network in­

cludes two valleys, that is, S-line 

along the Shiraoi River and T-line 

along the Shikiu River. The H-line 

was located on the ridge between the 

former two lines. Our weather radar 

was set up on the hill to the south­

east of Muroran City in order to watch 

Pacific Ocean 

10km 

Radar Site..../ 1200 6 SEP.- 2400 8 SEP. 1985 

Fig. 1 Horizontal distribution of 
total rainfall amount. 

the southeastern slope of the range. 

3. RESULT 

At 09 JST on September 7, 1985, a de­

pression which was located to the 

northeast offshore of the Korean Pen­

insula one day prior to moved to the 

northeast. The warm front associated 

with this depression passed near 

Muroran, and the observation area was 

located in front of this warm front. 

The maximum peak of the rainfall amount 

more than 200 mm was located on the 

southeastern slope and S-13 raingauge 

site recorded 218 mm. Fig. 2 shows the 

time series of rainfall intensities per 

20 min on the day of the sites on s­
line. At the S-13 and 14 in the moun­

tainous region, it was raining continu­

ously from midnight and reached maximum 

from 05 to 06 JST at the S-13. This 

feature was similar to H-line and T­

line, likewise. At 0420 JST, a shallow 

precipitating cloud existed on 2.0 km 
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Fig. 2 Time series of rainfall inten­
sity per 20 min. along the s­
line. 
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CAPPI which produced a weak continuous 

rain on the southeastern slope. This 

precipitating cloud is an orographic 

one. The deep precipitating cloud as­

sociated with the front existed at the 

northwestern side of the range on both 

2.0 and 4.0 km CAPPis. At 0520 JST, 

this precipitating cloud moved over 

the crest and spread out on the south­

eastern slope. Fig.3 shows the RHI 

time series along the T-line and rain­

fall intensities for 10 min at T-32 and 

T-34. The shallow orographic precipi-

tating cloud whose echo top was lower 

than 4 km provided continuous rainfall 

at T-34. The deep precipitating cloud 

associated with the front whose echo 

top was close to 10 km approached this 

area from the northwest, and moved be­

yond the crest over the southeastern 

slope. Associated with this intrusion, 

the echo in the lower layer became sud­

denly stronger than 35 dBZ. 

4. DISCUSSION AND CONCLUSION 

Based on these radar echo and rainfall 
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PRECIPITATION 

8 
=::, mm/10min 

~ 
4 20 

T-34 
T ..... .... T' 0 T T' 

15 
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Fig. 3 Time series of the vertical crosssections (RHI) along the T-line and 
rainfall intensity at T-32 and T-34. 
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Fig. 4 Estimated rainfall intensity. 
The upper part shows the result 
before intrusion of upper cloud 
to the southeastern slope and 
the bottom part after that. 

data an attempt was made to estimate 

the rainfall intensities of both pre­

cipitating clouds. The rainfall inten­

sity of the combined precipitating 

cloud was estimated by the surface 

rainfall intensity at T-34 from 05 to 

06 JST. The result is shown in the 

lower part of each RHI picture in Fig. 

4. The rainfall intensities on the 

ground of the deep precipitating cloud 

and the orographic cloud are 11 and 23 

mm/hr, respectively, and a simple sum­

mation of them is 34 mm/hr. On the 

other hand, when they were combined, 

the rainfall intensity was 55 mm/hr 

and this value was larger about 60 % 

than the simple summation. Next, we 

used the Z-R relation in this observa­

tion area, Z=23R1 · 25 , which we calcu­

lated from the 50 sets of PPI radar and 

raingauge data at the most suitable 

site (A-57). By this method, the rain­

fall intensities of the precipitating 

cloud and the orographic cloud are 11.1 

and 23.7 mm/hr. On the other hand, the 

intensity of the precipitating cloud 

when both of them were combined is 59.5 

mm/hr, and about 70 % larger than the 

simple summation of 34.8 mm/hr. This 

result is shown in the upper part of 

each RHI in Fig. 4. We can conclude, 

therefore, that the interaction which 

increases effectively the rainfall in­

tensity worked between the upper pre­

cipitating cloud and the lower oro­

graphic cloud when the upper cloud 

passed over the orographic cloud. 
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NUMERICAL SIMULATION OF COASTAL CLOUDS WHEN 
SOLAR RADIATION IS BLOCKED BY SMOKE 

Charles R. Molenkamp 
Lawrence Livermore National Laboratory, University of California 

Livermore, Calif?rnia 94550 

1. INTRODUCTION 

In the event of a major nuclear exchange, a large 
quantity of smoke would be injected into the at­
mosphere by the many fires ignited by the explo­
sions (CRUTZEN and BIRKS, 1982). This smoke 
would greatly reduce the amount of incident solar 
radiation reaching the ground so that continental 
regions would begin to cool rapidly (TURCO, et 
al., 1983). Maritime regions, on the other hand, 
would cool slowly, because of the much greater 
heat capacity of the ocean, leading to the devel­
opment of a temperature gradient across the con­
tinental coastlines. It has been suggested that this 
temperature gradient would induce convergence in 
the :flow field and produce a region of precipita­
tion that could rapidly scavenge much of the smoke 
(TELLER, 1984; SINGER, 1984; NATIONAL RE­
SEARCH COUNCIL, 1985). This hypothesis of en­
hanced coastal precipitation is being investigated us­
ing an extended version of the Colorado St.ate Uni­
versity Mesoscale Model (MAHRER and PIELKE, 
1977) to simulate air flow, clouds and precipitation 
near continental coastlines. 

2. PREVIOUS STUDIES 

The model was previously modified to include 
the formation of fog and clouds and the transport 
and diffusion of smoke (MOLENKAMP, 1988ab). 
The longwave radiation parameterization was also 
changed to take into account the effects of clouds. 

Cloud formation was incorporated into the model 
by adding a new liquid water field while retaining the 
original specific humidity field but letting it repre­
sent the sum of vapor and cloud water. The specific 
humidity conservation equation was retained for the 
sum of vapor and cloud water, a procedure that is 
valid as long as the cloud droplets have negligible 
terminal velocities. At each time step the liquid 
water content is determined by assuming the at­
mosphere is either subsaturated, if the actual vapor 
pressure is less than the saturation vapor pressure, 
or exactly saturated. If there is either condensa­
tion or evaporation, the temperature and liquid wa­
ter content are adjusted iteratively. This iteration 
is made computationally efficient by taking into ac­
count the relationship between changes in satura­
tion vapor pressure and temperature given by the 
Clausius-Clapeyron equation. 
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Because of the importance of longwave radia­
tive cooling of the atmosphere and the surface in 
the current problem, a more detailed and accurate 
parameterization was developed. The upward and 
downward :fluxes at each level are calculated by ver­
tically integrating the appropriate transfer equations 
through the atmosphere. Emissivities are evalu­
ated using the broadband method of LIOU and OU 
(1983) considering three water vapor bands and the 
carbon dioxide band as well as an overlap correc­
tion. The optical depths in each layer, including 
pressure and temperture broadening, are estimated 
using the technique of LIOU and OU (1981). When 
a layer of cloud is present in the model, it is treated 
as a boundary for the clear air :flux calculation; the 
boundary :flux is calculated assuming the cloud is 
radiatively gray. The optical thickness of the cloud 
is evaluated following STEPHENS (1978). Because 
relatively small amounts of liquid water produce 
emissivities very close to 1, most clouds act as black 
bodies. 

In previous simulations of both east and west 
coasts with a moderate westerly synoptic wind and 
with solar radiation completely blocked by smoke, 
continental cooling leads to the formation of fog or 
low clouds over land. When fog forms, the layer of 
most rapid cooling moves to the top of the cloud 
while the potential temperature inside the cloud be­
comes nearly constant. As higher layers become sat­
urated, the cloud expands vertically, and the liquid 
water content increases. Over the ocean, the at­
mosphere cools radiatively while the sea surface re­
mains at constant temperature; this leads to a reduc­
tion of the thermal stability and enhancement of the 
vertical mixing of moisture that is injected into the 
atmosphere from the sea. Eventually a cloud layer 
forms over the ocean that is very similar to that 
over land. Once similar cloud layers have formed 
over land and sea, the cooling rates become nearly 
identical, and there is no mechanism to force the 
vertical growth of clouds into the upper atmosphere 
where they can scavenge the smoke. These simula­
tions also demonstr.ated the important role conden­
sation of moisture plays in moderating the rate of 
atmospheric cooling over land during the time when 
solar radiation is blocked by smoke. 



3. PRECIPITATION FALLOUT 

In the previous simulations, the amount of cloud 
water increased to amounts of over 1 g/kg, which is 
more liquid water than would normally be found in 
the atmosphere in these conditions. Consequently, 
a precipitation mechanism has been added to the 
model to allow the liquid water to fall out. Rather 
than add just a new rain water field and a repre­
sentation of the appropriate interactions, the en­
tire cloud microphysics parameterization was re­
placed with a modified Orville parameterization 
(LIN, FARLEY and ORVILLE, 1983). The new pa­
rameterization allows for the inclusion of cloud ice 
and snow in addition to cloud water and rain; how­
ever, graupel and hail are not allowed to form in the 
mesoscale simulations. 

The advection of rain and snow is evaluated 
using the technique of SMOLARKIEWICZ (1983, 
1984), which is much better suited to these variables 
than the cubic spline technique used for the other 
prognostic variables. Another modification used in 
the calculation for the vertical advection of rain and 
snow is to divide the time step into several smaller 
steps. This procedure is necessary because the ter­
minal velocities of rain and snow, which are much 
larger than the vertical velocities for all the other 
variables that move with the air, produce values for 
the Courant condition that are greater than 1 in the 
relatively thin model layers near the surface. 

Simulations with the new model, including de­
position of liquid water by rain, are currently in 
progress and will be presented at the conference. 
Since the temperature in the lower part of the atmo­
sphere, where all the condensation occurs, is above 
freezing no cloud ice or snow is formed in these sim­
ulations. 
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LONG-LIVED HAWAIIAN RAIN BANDS 
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I. INTRODUCTION 

The big island of Hawaii has one of the highest 

annual precipitation rates in the world, reaching 300 

inches/year at some locations. A significant fraction 

of this rainfall is thought to fall from long-lived 

rain bands, which initiate just upwind of the island, 

and propagate onshore under certain conditions. 

In our previous work (SMOLARKIEWICZ et al., 

1988), SRC, we showed using Clark's 3-dimensional 

anelastic model that these band clouds are initially 

forced by an arc shaped quasi-stationary low-level 

convergence zone located just upwind of the island. 

This convergence zone results from interaction of a 

strongly stratified fluid flow with an island obstacle 

(low Froude number effect). Nocturnal cooling 

along the volcano slopes was shown to enhance 

the dynamically induced low-level convergence and 

associated updrafts. Most of the clouds initiated at 

the convergence zone dissipated soon after moving 

away from the low-level forcing region. In the current 

study we show that under certain situations, part 

of the low-level convergence line moves on shore 

together with the cloud, resulting in a long-lived rain 

producing system (nearly 1 hour of continuous rain). 

A series of numerical sensitivity experiments suggest 

that the event is related to a surging of the downslope 

flow which leads to enhanced off-shore convergence, 

and a stronger band cloud and precipitation. 

2. DISCUSSION OF THE RESULTS 

The numerical setup of the experiments discussed 

and the model have been described in SRC. Figure 1 

displays the third nested domain solution (grid 

resolution /:1X = l:1Y :::::: 1 km, l:1Z :::::: 62 m) 

at 1 am, seven hours following model initiation at 

the approximate time of sunset, for the case of 1 

August 1985. The well-defined updraft band with 

indications of multiple band structure is apparent 

in plate b. The updraft and the associated band 

cloud (plate d) form along the separation line of the 

surface flow clearly seen in plate a. Convergence 

of the low-level flow along the separation line is 

apparent in plate b displaying the u component of 

velocity (far upstream low-level wind is -10 m/s). 

Clouds originate just upwind of the separation line 

and propagate following the flow at the approximate 

cloud base level within the region downwind of the 

separation line. This flow has a strong component 

along the line. Once clouds leave the vicinity of 

the separation line they loose support from the low­

level forcing and dissipate. At the same time new 

clouds form along the low-level convergence zone. In 
SRC we have shown that this overall quasi-steady 

solution (including downslope flow clearly seen in 

plates a and b) is primarily related to the effect 

of a low-level blocking exerted by the island on the 

mean trade wind flow. The nocturnal cooling along 

the volcano slopes amplifies the dynamic response. 

Following considerations on the properties of strongly 

stratified flows past three-dimensional obstacles we 

have offered simple predictability criterion for the 

band cloud occurence in terms of Froude number, 

height of the mountain and the lifted condensation 

and free convection level. 

A more detailed analysis of the model results 

indicates that the flow on the lower upwind side of the 

island is subject to weak, semi-periodic oscillations 

with ~ 3 h period. With respect to processes 

occurring on the scale of the island (global response), 

these oscillations are of minor importance. For 

instance, they result in ~ ±2% variability of the wave 

drag. These oscillations, however, embody surging 

of the upwind downslope flow with subsequent, 

local enhancement of the convergence zone and the 

associated band updrafts and clouds. A cause for the 

flow oscillation and the surging is not yet understood. 

Without additional evidence this feature of the 

solutions might be attributed to numerical artifacts 

1The National Center for Atmospheric Research is sponsored by the National Science Foundation 
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and neglected. However, National Weather Service 

observations of wind speed at Hilo for the month of 

July 1985 also show the presence of 2-3 hourly surges 

of downs lope flow on the evening of July 31, as well 

as on a number of other days. Moreover, laboratory 

experiments of HUNT and SNYDER (1980) provide 

evidence on intermitent behavior of the upwind 

downslope flow. Finally, recent calculations with dry, 

constant, uniformly stratified, nonrotating flow past 

a cone (Froude number~ .3) also exhibit pulsations 

of the lower upwind side flow. Since the lee-vorticies 

in the cone experiment do not shed, the vortex 

shedding in Hawaii (SRC) may be eliminated as a 

possible explanation for the surging. 

In the experiment discussed the two surges were 

observed at ~ 4 and ~ 7 hours following model 

initiation. The results shown in Fig. 1 correspond 

to the beginning of the second surge. The onset of 

the surge in ~ NE direction may be seen in plates 

a and b, in the middle part of the western boundary 

of the domain. Figure 2 shows the model solution 

one hour later. The well-developed downslope flow 

pulse is apparent in plates a and b. In response to 

the surge the low-level flow separation line undulates 

and approaches shore line near Cape Kumakahi (the 

eastern most point of the shore line). In this region, 

the low-level flow upwind to the separation line 

increases resulting in the reversed low-level wind 

shear. This locally enhances the band cloud which 

follows deformation of the convergence zone while 

precipitating continuously for nearly one hour. This 

result is in good agreement with observations made 

by TAKAHASHI (198J) on the behavior and location 
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of the long-lived Hawaiian rain bands. He suggested 

that evaporative cooling and precipitation loading 

forced-the downslope flow back and allowed the band 

to propagate. This was investigated by turning off 

the model rainwater, which resulted in no significant 

changes in the solution. The effect of condensational 

heating on the propagation characteristics of the 

band was examined in a control experiment with 

latent heat release arbitrarily suppressed. This 

sim11 l~tion also produced a propagating hand cloud, 

but with much weaker intensity and at slightly 

different location and time. The depth of the band 

cloud was only 1 km, which is half of this in the 

regular experiment, and the cloud became mpre 

continuous and had a greater horizontal extent than 

in the normal run. These results suggest that the 

SlRFACE VECTllR PUIT AT Til'E= '180.00HIN 

propagation characteristics of the long-lived band is 

not significantly affected by the ,latent heat release 

or precipitation but that it is mostly related to the 

larger scale forcing. 
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A LONG-LASTING RAINSTORM TRAVELING 

ALONG A STATIONARY FRONT 

Hitoshi Sakakibara and Akira Tabata 

Meteorological Research Institute 

Tsukuba, Ibaraki 305, Japan 

1. INTRODUCTION 

A long-lasting rainstorm on a stationary front 

was observed by the C-band Doppler radar of 

Meteorological Research Institute on 25-26 

September 1981. The storm produced heavy rain 

of 40-50 mm in one hour, it lasted for more 

than 10 hours and it traveled more than 350 km. 

Although precipitation systems in cyclones have 

been extensively studied (Houze and Hobbs, 

1982), long-lasting rainstorms on fronts have 

not been documented well. The objective of the 

present paper is to describe the mesoscale 

features and three-dimensional structure of the 

rainstorm. 

2. DATA 

The Doppler data were used to describe the 

three-dimensional structure of the rainstorm. 

Six volume scans were made with 128 km range of 

observation from 2254 JST on 25 September to 

0243 JST on 26 September. Eight PPI scans with 

elevation angles of 1° to 14° formed each 

volume scan. We also used the operational data 

to describe the mesoscale features of the 

rainstorm. 

3. ENVIRONMENTAL CONDITIONS 

The surface chart for 21 JST (Japan Standard 

Time) on 25 September 1981 is shown in Fig .1. 

There was a slowly moving and slowly developing 

extratropical cyclone in the southern part of 

the Sea of Japan. A stationary front was 

located along the Pacific coast of central 

Japan. The rainstorm traveled along this 

stationary front. At 850 hPa, a mesoscale 

trough (L~ 600km) was found west of the rain­

storm on the stationary front and strong winds 

were observed on the east side of the trough. 

Upper-air soundings around the rainstorm (not 

21JST 25 SEP 1981 

Fig.1 Surface cha1't for 21 JST on 25 September 

1981. Double dashed lines indicate the 

position of a mesoscale trough at 850 hPa. 

shown) indicate small potential instability. 

4. EVOLUTION OF THE RAINSTORM 

The evolution of the rainstorm was shown by the 

hourly rainfall amounts observed by a dense 

surface network (Fig.2). Scattered areas with 

rainfall were organized into the rainstorm by 

16 JST. The rainstorm traveled along the 

stationary front with a speed of 35 km/hr for 

more than 10 hours. The horizontal scale of 

the area with heavy rain was about 30 km and 

the duration of the heavy rain at the surface 

stations was about 1 hour. The maximum of 

hourly rainfall amount was 40-50 mm. 

The rainstorm was associated with a mesoscale 

low which developed south of stationary front. 

Figure 3 is a local surface chart at 00 JST on 

26 September. The stationary front to the 

south of the heavy rain area extended toward 

the north and strong southerly wind was 

observed on the southern side. The mesoscale 

low was located south of the stationary front 
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0 50 25~26 SEP 1981 

Fig. 2 Isopleths of hourly rainfall amount of 

16 mm. Nwnbers indicate the time of 

observation ( JST). Frontal zone is indicated 

by i,sotherms of 21 and 23 'c. 

km 
50 100 

Fig. 3 Local surface chart for 00 JST on 26 

September 1981. So lid shading indicates the 

heavy rain area (~1 0mm/20min) .-

in the strong southerly flow. These facts 

suggest that the heavy rain fell from fast 

ascending warm air over the stationary front 

and the mesoscale low was formed by deep, warm 

air near the front. 

5. HORIZONTAL STRUCTURE OF THE RAINSTORM 

The distribution of reflectivity and Doppler 

velocity did not change essentially during the 

period from 2254 JST to 0134 JST on 26 

September. Figure 4a shows that at 2345 JST 

the echoes of the rainstorm were forming a band 

of high reflectivity about 30 km wide and about 

80 km long. On the northeast side of the band 

there was a low-reflectivity area of rather 

stratiform cloud. 

The Doppler-velocity field in Fig.4b shows two 
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Fig.4 

(b) at 

Reflectivity (a) 

the 3-km level 

and Doppler velocity 

for 2345 JST on 25 

September 1981. Solid straight line i-n (a) 

indicates the position of vertical cross 

sections ~n Fig. 5. Light and heavy dotted 

shadings ~n (bJ indicate lower (>-9m/s) and 

higher ( < -13m/s) Doppler velocity, 

respectively. Cross symbol indicates the 

center of the circulation. 

remarkable features. One of them is a cyclonic 

circulation embedded in the mean flow (225°, 11 

~s-
1

) at the 3 km level. A pair of high (-19 
-1 -1 

ms ) and low (-5 ms ) Doppler velocity areas 

is observed to the southwest of the radar. The 

center of the circulation was located over the 

stationary front. The rainstorm was located in 

the eastern part of the circulation. The other 

remarkable feature is the sharp gradient of 
-4 -1 

Doppler velocity (5xl0 s ) in the band. This 

gradient means that the slowly moving air in 

front of the rainstorm was overtaken by the 

fast moving air from the rear (southwest) of 

the storm. 

6. VERTICAL STRUCTURE OF THE RAINSTORM 

Reflectivity and Doppler velocity in a vertical 

plane which crossed the rainstorm are shown in 

Fig.5. The main feature of the reflectivity 

field in the rainstorm (Fig.Sa) was a high 

reflectivity area near the rear edge. 
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Fig. 5 Reflectivity {a) and Doppler velocity 

{b) along 210° azimuth for 2345 JST on 25 

September 1981. 

The main feature of the Doppler velocity field 

(Fig.Sb) is a slant area of high Doppler 

velocity near the rear edge. The air below 4 

km on the southwest of the rainstorm ascended 

over the stationary front with a slope of about 

3/10 and reached about 6 km. This ascending 

motion occurred at the rear edge of the intense 

echo. High reflectivity cores exceeding 40 dBZ 

were observed below the slantwise updraft. The 

depth of the air south of the stationary front 

which subsequently ascended over the front was 

about 4 km which suggests accumulation of warm 

air resulting in decrease of surface pressure. 

There was an area with distinctly low Doppler 

velocity on the northeast side of the storm at 

height of 4-5 km. Since the rainstorm moved 
-1 

about 8 ms in this cross section, there was 

an inflow from the front side. The upper-air 

soundings indicate that the air in the inflow 

was relatively cold compared to the ascending 

air. Since the environment was moist through-

CYCLONIC MOIST 

CIRCULATION INFLOW 

MESOSC -
- h . s:::·;; ·c~~=::-;.,:;..,>?".".· . ·.· .· ... :-:::::::::::-:}{ 

OSCALE LOW 

SMALL POTENTIAL INSTABILITY 

Fig.6 A Schematic model of the rainstorm. 

out the whole layer (not shown), evaporation of 

precipitation particles in the inflow air was 

not high as shown in Fig.Sa. The vertical 

cross section of Doppler velocity suggests that 

between 50 and 70 km there were convergence at 

the 4. 5 km level and divergence at the 2 km 

level. This means downdraft just before the 

deep updraft. The zone of high Doppler 

velocity on the front side of the storm at the 

2 km level is an outflow from the downdraft. 

7. CONCLUSIONS 

The results ar.e summarized in a schematic model 

(Fig.6), in which the rainstorm is looked from 

the southeast. Warm air near the surface was 

rapidly moving from the south toward the 

stationary front on the eastern side of the 

mesoscale trough at 850 hPa. The stationary 

front extended northward, where warm, strong, 

southerly wind was observed. The depth of the 

layer of the warm air increased near the 

stationary front. Consequently a mesoscale low 

formed south of the front at the surface. The 

warm air ascended over the stationary front and 

caused heavy rain below the front. The 

ascending motion showed slightly convective 

nature. There was an inflow relative to the 

rainstorm on the front (northeast) side at 

middle levels. Since this inflow air was 

moist, the inflow did not reduce the rainfall 

through evaporation. 
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TIIREE-DThffiNSIONAL AIRFLOW AND VORTICITY BUDGET OF RAINBANDS IN A 

WARM OCCLUSION 

Owen Hertzman and Peter V. Hobbs 

Atmospheric Sciences Department, University of Washington, 

Seattle, Washington 98195 USA 

1. INTRODUCTION 

The importance of rainbands in the organization of 

precipitation in midlatitude cyclones has been 

documented in earlier studies (e.g., Hobbs et al., 1980; 

Herzegh and Hobbs, 1980, 1981). In the present 

study, two rainbands in a young, warm occlusion are 

examined using dual-Doppler radar data and supporting 

mesoscale measurements. The rainbands are examined 

in three dimensions and down to smaller scales than in 

previous studies. 

The data used in this study were collected on 30 

January 1982 during the CYCLES (Cyclonic 

Extratropical Storms) Project on the Washington Coast. 

The radars were NCAR's CP-3 and CP-4, 5.5 cm 

wavelength, Doppler radars, which were operated·as a 

dual-Doppler scanning pair. The high density of data 

from these radars permits the resolution of horizontal 

and vertical motions within the rainbands down to a 

horizontal scale of~ 3.5 km. These measurements are 

used to derive 3-D airflows, convergence-divergence, 

and vorticity distributions. A Lagrangian vorticity 

budget for one of the rain bands is computed from 

averages of these data. Kinematic fields are described 

with respect to the motions of small-scale precipitation 

cores within the rainbands. The 3-D motions in this 

core-relative frame provide insights into the relationship 

between kinematic and precipitation fields. 

2. VORTICITY DISTRIBUTION 

The rain bands were situated near the centers of regions 

of cyclonic vorticity ( () and upward motion in the 

occlusion. The rainbands were 45 - 90 km wide, > 250 

km long, and oriented perpendicular to the wind shear 

vector in the vertical and parallel to the orientation of the 

cold front. The speed of the rainbands normal to their 

major axes was ~ 15 m s-1. Relative to the motions of 

the rainbands, the small-mesoscale precipitation cores 
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moved primarily along the length of the rainbands at 11 

-17ms-1. 

The vertical profiles of (, averaged over ~ 40 km in the 

horizontal for each rainband, show peak values of about 

2 x 10-4 s-1. Maximum values of ( at the minimum 

resolvable scale(~ 3.5 km) were greater than this by 

about a factor of 5. Within each rainband, and located 

at the height of the maximum value of (, there was a 

non-divergent, cyclonic circulation with a horizontal 

scale of~ 40 km. The divergence and vertical shears of 

the horizontal wind components at these levels were 

weak; thus, the vorticity to maintain the cyclonic 

circulations must have come from air parcels advected 

to these levels. 

3. VORTICITY BUDGET 

A Lagrangian budget of ( for the rainband that 

contained the main updraft in the warm occlusion 

shows that the primary source term for ( was the tilting 

of the horizontal vorticity associated with the shear in 

the vertical of the wind across the width of the 

rainband. Vertical profiles of the stretching and tilting 

terms of the vertical vorticity budget averaged over the 

width and 35 km of the length of the rainband are 

shown in Fig. 1. The profiles indicate that vortex 

stretching was a strong source of vorticity in the 

boundary layer, but near zero or a sink for ( aloft. 

Although the overall effect of stretching was positive, it 

was much less so than would be inferred from the 

product of the absolute vorticity and the convergence 

computed from averages at the ~ 40 km scale. The 

vertical profile of the dominant tilting term (solid 

squares in Fig. 1) showed modest positive 

contributions in the lowest 3 km, where substantial 

vertical shears of the wind across the rainband and 

gradients of vertical motion along the rain band were 

present. The tilting of the horizontal vorticity associated 

with the vertical shear of the wind along the rainband 
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Fig. 1: Vertical profiles of the components of vorticity 

(<';)production in a rainband: stretching (crosses), 

tilting of the vertical shear of the across-band wind 

component (solid squares), and tilting of the vertical 

shear of the along-band wind-component (open 

squares). Data for 1715 PST on 30 January 1982. 

was unimportant in this case, probably because of a 

lack of a jet along the front. 

4. AIRFLOW 

The dual-Doppler airflow measurements with respect to 

the precipitation cores in the two rainbands are shown 

schematically in Fig. 2. As indicated in this figure, the 

moist airflow at low levels was strongly from the front 

to the rear of the rainband (AD), near the rear of the 

system it was upward in the main updraft (DF), and at 

mid- and upper-levels it was weakly forward and 

upward (FG and FHK). Thus, moist air was primarily 

supplied to the leading rainband 1 from the rear at mid­

levels. The main updraft was from low-level 

convergence beneath rain band 2, just ahead of the 

surface occluded front. A secondary updraft feeding 

rainband 1 was forced by the nose of the cold air aloft. 

The magnitudes of the updrafts were ~ 1.5 m s-1 on the 

small scale(~ 5 km) and~ 0.3 m s-1 on the band-scale 

(the broad arrows in Fig. 2). 

The horizontal circulations in each rainband, mentioned 

in Section 2 and shown by the circled M's in Fig. 2, 

were located near the primary and secondary updrafts 

above the freezing level. Between, and at the edges of, 

the rainbands the vorticity was less cyclonic and the 

updrafts were weaker. 

5. DISCUSSION 

Recent numerical (Knight and Hobbs, 1988) and 
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HORIZONTAL DISTANCE ACROSS THE SYSTEM 

Fig. 2: Schematic of the two rainbands in the warm 

occlusion in a vertical plane across the width of the 

rainbands. The cloud-like scalloped outline indicates 

the boundary of the radar echo. The broad arrows 

show the vertical airflow, with the numbers beside each 

arrow being the vertical airspeed (in m s- 1) averaged 

over horizontal areas of 35 km x 35 km. The thin 

arrows show the airflow relative to the precipitation 

cores. The airflow below 3 km in rainband 1, and 

below 1.5 km in rainband 2, was strongly into the plane 

of the figure. 

observational (Wolfsberg et al., 1986) studies of 

rainbands in extratropical cyclones suggest that some 

bands are the result of the release of conditional 

symmetric instability by lifting in the frontal zone. 

However, the two rainbands described in this paper do 

not appear to have been produced by symmetric 

instability, since their orientation was perpendicular to 

the direction predicted by that mechanism. Although 

we do not have a dynamic explanation for the 

rain bands, we can explain some of their features. 

Both of the rain bands appeared to be maintained 

through the interaction of small-scale updrafts and 

band-scale, non-divergent, cyclonic circulations. The 

updrafts enhanced the growth of precipitation particles 

at and above the level of the band-scale, non-divergent, 

cyclonic circulations_ The magnitudes of the updrafts 

(~ 0.7 5 m s- 1) were sufficient to suspend precipitation­

sized snow partic)es for periods of about 1 h and to 

condense significant amounts of cloud water (near FG 

and JK in Fig. 2). The precipitation cores within the 
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rainbands were small-mesoscale regions of enhanced 

precipitation, which were produced by the small­

mesoscale updrafts. The organized horizontal 

circulations determined, in part, the horizontal scale of 

the falling hydrometeors across the widths of the 

rainbands. The motion of the cores along the length of 

the rainbands, and the orientation of the low-level moist 

flow (which provided the condensate for the 

precipitation growth) organized the precipitation into 

bands. If the small-scale updrafts had been close to the 

band average values of~ 0.3 m s-1, the banded nature 

of the precipitation would have been much less, since 

the time that the hydrometeors would have spent in the 

region of the band-scale circulation would have been 

greatly reduced. 

For further details on this study the reader is referred to 

Hertzman and Hobbs (1988). 

Acknowledgments. Research supported by NSF Grant 

ATM-8311147. 

6. REFERENCES 

HERTZMAN, O.; HOBBS, P. V.: The mesoscale and 

microscale structure and organization of clouds· and 

precipitation in midlatitude cyclones. XN: Three­

dimensional airflow and vorticity budget of rain bands in 

a warm occlusion. J. Atmos. Sci., 45 (1988) (in 

press). 

HERZEGH, P. H.; HOBBS, P. V.: The mesoscale 

and microscale structure and organization of clouds and 

precipitation in midlatitude cyclones. II: Warm-frontal 

clouds. J. Atmos. Sci., 35 (1980), 597-611. 

HERZEGH, P. H.; HOBBS, P. V.: The mesoscale 

and microscale structure and organization of clouds and 

precipitation in midlatitude cyclones. IV: Vertical air 

Motions and microphysical structures of prefrontal cold 

surge clouds and cold-frontal clouds. J. Atmos. Sci., 

38 (1981), 1771-1784. 

406 

HOBBS, P. V.; MATEJKA, T. J.; HERZEGH, P. H.; 

LOCATELLI, J. D.; HOUZE, R. A., JR.: The 

mesoscale and microscale structure and organization of 

clouds and precipitation in midlatitude cyclones. I: A 

case study of a cold front. J. Atmos. Sci., 37 (1980), 

568-596. 

KNIGHT, D. J.; HOBBS, P. V.: The mesoscale and 

microscale structure and organization of clouds and 

precipitation in midlatitude cyclones. XV: A numerical 

modeling study of frontogenesis and cold frontal 

rainbands. J. Atmos. Sci., 45 (1988) (in press). 

WOLFSBERG, D. G.; EMANUEL, K. E.; 

PASARELLI, R. E.: Band formation in a New 

England winter storm. Mon. Wea. Rev., 114 (1986), 

1552-1569. 



DOPPLER RADAR OBSERVATION OF CONVERGENCE BAND CLOUD FORtlED ON THE 

WEST COAST OF HOKKAIDO ISLAND, JAPAN 

Yasushi Fujiyoshi, Kazuhisa Tsuboki and Gerow Wakahama 

Institute of Low Temperature Science, Hokkaido Univ., Sapporo 

1 . IN'I'R.ODUC'TIOl'J 

S1nall scale cyclone is occasionally formed off 

the west coast of Ho~caido Island in mid­

winter. It brirn;s heavy snowfall locally in 

the west.:::rr1 coastal regions. Possible mecha­

nisms of its occurrence have been discussed by 

many Japanese researchers. When such a small 

scale cyclone is analyzed on a surface ,1eather 

map, rc1eb::orological satellite catches broac1 

(several tens kilometers) and long (several 

hundreds kilometers) b-3.nd cloud along the west 

coast (Fig.1). 

Fig.1: Satellite imagery of convergence band 

cloud (indicated by a thick arrow). 

The cloud is considered to be formed along a 

convergence line between two air masses with 

relatively warm and wet ( north-western side) 

and with cold and dry (north-eastern side). 

Thus, it is called as convergence band cloud 

(Okabayashi and Satomi 1 971; Muramatsu et al. 

1975). Heavy snowfall caused by the conver­

gence band cloud is, therefore, a drastic 

precipitation phenomenon which appears along 

converg·ence line of air masses with different 

density and wind direction. In this paper we 

will report the radar echo and dynamical 

structure of conv2rgence band cloud observed 

by using a Dopj:)ler radar with 3.2 cm in wave­

length on Jan.26, 1985 at Sapj_JOro. 

2.VERTICAL PROFILE OF HORIZONTZ\L wnrn VELO-

CITY 

Figure 2 shows an example of vertical profil-3 

of Doppler velocity, in which the azimuth is 

31 5° parallel to the direction of 2cho move­

ment. Each value in Fig.2 can be regarded as 

a horizontal corni:X)nent of wind velocity within 

the vertical cross section, since only !).op:._::Jler 

velocities less than 20° in elevation angl2 are 

involv2d in the figure. 

13c59 RHV Al=315° 

Fig.2:Vertical cross section of Doppler 

velocities. Unit is m/s. 

Vertical structure of the wind is different 

between two regions far from and within 8 km 

in horizontal distance. In the region far 

from 8 km, D.oppler velocity is almost the same 

from the ground to the upper atmosphere, and 

vertical shear of the wind velocity is small. 

In contrast, profiles of Doppler velocity are 

divided into three layers in the latter re­

gion; i) land breeze layer (0-250 m in alti­

tude, shaded in the figure)where wind blows 

from the land to the sea, ii) shear layer 

(250-1000 min altitude) where vertical wind 
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shear is large, iii) high-speed wind layer 

(above 1000 min altitude) with small wind 

shear and high speed. 

As shown in the figure, the front of th.e shear 

layer (named shear front) exists in the p:Jint 

about 3 km farther than that of land breeze 

layer. The pattern of shear layer near the 
0 

front indicates wedge-shaped with 1 4 in eleva-

tion angle. The upper boundary of shear layer 

show wave-like pattern with 1 km in wave­

length, which is considered to be caused by 

the Kelvin-Helmholtz instability. 

3. DISCDNTINUOUS LINE AND SNOWFALL AREA 

Figure 3 shows an example of horizontal sec­

tion of radar echo, in which a discontinuous 

line of the wind represented by thick dashed 

line was detected by means of a Doppler radar. 

1226JST- N 

-l-
0 10 20 30 

RANGE(km) 

Fig.3:PPI radar-echo pattern. Elevation angle 

is 1... Unit is dBZ. Dotted line indi 

ca tes coastline. 

As shown in the figure, strong echo regions 

exist in and along the west side of discontin­

uous line. Echo intensity is rapidly weakened 

in the east side of the line. Two strong echo 

regions exist parallel with each other from 

the north to the south. The echo regions 

alternate in intensity; when the east one is 

weakened, the west one then becomes strong in 

intensity. As a result, such a strong region 

seems to move west to east as a phase. The 

moving velocity is fairly comparable with re­

treating rate of the discontinuous line. Al­

though the strong echo regions moves almost 

west to east at a speed of 4 m/s, all echo 
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cells move northwest to southeast at about 

three times higher speed. 

Figure 4 shows an example of vertical cross 

section of radar echo, in which an arrow on 

the ground denotes the p:Jsition of shear front 

detected by a Doppler radar. 

14 
~~IQ AZ=30J° 

;::: 3 

i3 2 
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40 30 

Fig.4:RHI radar-echo pattern. Azimuth angle 

is 301°. 

Convective cloud just above the shear front is 

about 1 km taller and stronger in intensity 

compared with that being distant from the 

front. The level of echo top becomes lower as 

the cloud goes to the inland. Gradient of the 

echo stands straight in the range further than 

the shear front. It begins to decline rapidly 

within-the range of the shear front. The 

convective clouds are aligned with separation, 

distance about 10 km. Each convective cloud is 

comp:Jsed of small convective cells which are 

in different developing stages. 

4. TWO-DIMENSIONAL VERTICAL PROFILE OF THE 

WIND 

A Doppler radar makes it possible to provide 

information on vertical profiles of wind above 

the observational point. On the basis of 

three comp:Jnents of wind at each level, we can 

draw a picture of time-height cross section of 

two dimensional wind field within east-west 

cross section perpendicular to the moving 

direction of discontinuous line. Time axis is 

exchangeable to horizontal distance by p:Jstu­

lating steady state of the wind field. Figure 

5 shows the wind field relative to the move­

ment of discontinuous line. Air-stream goes 

upward along the upper-most of the shear lay­

er. Distinctive circulations appear between 

the shear layer and the land breeze layer. 

Their sizes become large with increasing the 

thickness of the shear layer. 
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Fig.5:Two-dimensional vertical profile of the 
I 

wind field relative to the movement of 

discontinuous line. 

5. CONCLUDING REMARKS 

Radar echo and dynamical structures of conver­

gence rend cloud ( warm frontal type) have been 

elucidated at the first time by means of a 

Doppler radar. The case studied seems to be 

the simplest example of convergence band cloud 

in structure. Similar analyses are to be 

performed for convergence band cloud (cold 

frontal type ) with more complex structure. 

REFERENCES 

Muramatsu,T.,; Ogura,S.; Kobayashi ,N: The 

Heavy Snowfall arisen from Small Scale Cyclone 

on the West Coast of Hokkaido Island. Tenki. 

22(1975), 369-379(in Japanese). 

Okabayashi,T.; Satomi,M.: A Study on the 

Snowfall and its Original Clouds by the 

Meteorological Radar and Satellite (Part I). 

Tenki.18(1971),573-581(in Japanese). 

Thorpe,S.A.: Experiments on Instability and 

Turbulence ins Stratified Shear Flow. 

J.Fluid Mech. 61(1973),731-751. 

409 



THE USE OF OXYGEN ISOTOPES IN STUDIES 

OF ICE PHASE PRECIPITATION FROM WINTER STORMS 

Belay Demoz, J.A. Warburton and R.L. Stone 

Desert Research Institute, University of Nevada System 

1. INTRODUCTION 

Stable isotopes of water have long been 

used as tracers in studies of the atmospheric 

water cycle. In particular the earlier work 

of Epstein (1951), Dansgaard (1964), Friedman 

(1953) and others are notable. More recently 

the isotopic record in snow and ice in polar 

regions has been used to obtain information on 

paleoclimate and shorter-term variations in 

climatic events. Significant contributions 

by Epstein et al (1965), Barkov et al (1977), 

Hammer et al (1978), Lorius et al (1969) and 

Jouzel and Merlivat (1984) are noted amongst 

many others. A study of the stable isotopic 

composition of ice-phase precipitation in 

Antarctica by Picciotto et al (1960), traced 

the origin of this precipitation in relation 

to cloud base and cloud top elevations. This 

work yielded a substantially linear relation­

ship between the stable isotopic composition 

of the Antarctic precipitation and the mean 

temperature altitude of the clouds from which 

the precipitation fell. The relationship de­

termined for that geographic location in the 

Antarctic summer, was 6 = -(0.9T + 6.4), where 

Tis the precipitation formation temperature 

in degrees Celsius and 6 represents the stable 

l8o;l6o isotopic ratio for the precipitation 

in parts per mil 0 /oo with respect to SMOW 

(Standard Mean Ocean Water). This gradient 

(almost 1 °/oo per °C) for the range of tem­

peratures observ.ed, is similar to the gradient 

determined by the modeling work of Jouzel and 

Merlivat (1984) over the same temperature range. 

A somewhat similar approach has been used 

in the present investigation for estimating the 

weighted mean altitudes in storm systems at 
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which supercooled water vapor and liquid water 

were captured by ice-phase precipitation in the 

Central Sierra Nevada of the western United 

States. 

2. PROCEDURES FOLLOWED 

As reported by Warburton and DeFelice (1986) 

from earlier studies in the Sierra Nevada, a 

tentative relationship between the 0180 values 

and the weighted mean temperature of formation 

of the precipitation in this geographic region 

was determined as: 0 -(0.9T + 3.4). Addition-

ally, this work showed that when accretional 

ice growth was significant in the precipitation 

collected at the ground, that the predominant 

ice crystal habit formation temperature as de­

termined by the Magono-Lee classification system 

did not match the isotopically derived ice for­

mation temperature. In these cases the evidence 

showed that most of the ice-phase water had 

been captured from the lower, warmer layers of 

the clouds passing over the area. In other cases 

there was good agreement between the two derived 

temperatures, but these were always when there 

was little, if any accretional growth on the 

precipitating ice particles. A second important 

observation from these previous observations, 

was that there was no apparent relationship 

between the oxygen isotopic composition of the 

freshly falling snow and the ambient tempera­

ture at the ground where the snow was being 

collected. 

These same procedures have been followed 

during the 1984-85 and 1985-86 winter seasons, 

collecting freshly falling snow at the surface 

near the 2000 meters elevations in the Central 

Sierra Nevada. Ice crystal replication was 



conducted at the same time and observations of We see that 80% of the precipitation proba-

crys~ls were also made with a 2DC aspirated bly develops at temperatures warmer than -15°C 

particle probe. The stable isotopic composition with a peak in the distribution around -10°C. 

of the snow samples was done by mass spectro- When combined with the 190 samples from the 

metry in the DRI laboratories to determine the 1984-85 season, we have found that 50% of the 

oxygen isotope ratios. Snow samples were 

collected at one half to one hour intervals. 

3. RESULTS 

Sequential snow sampling was conducted at 

Kingvale, California, near the crest of the 

samples correspond to ice-phase formation tem­

peratures warmer than -10°C. 

The Poster Session at the conference will 

present several of the detailed case studies 

from the 1984-85 winter season. This presen-

Sierra Nevada, during 10 sampling periods which tation will provide information on ice crystal 

occurred during eight (8) winter storms between habits, degrees of riming, precipitation rates 

28 January and 27 March 1985. This yielded 

190 individual samples for isotopic and ice 

crystal analysis. 

During the 1985-86 season, eleven (11) 

storm events were sampled, yielding 210 samples 

and stable isotopic compositions. It will also 

include mesoscale atmospheric data showing air 

mass trajectories and upper air soundings which 

provide independent measurements and estimates 

of cloud temperatures. 

for analysis. The results from the two seasons 4. REFERENCES 

were quite similar. Figure 1 shows a histogram Barkov, N.I., Korotkovich, E.S., Gordienko, 

of the 1985-86 results. It is a frequency 

distribution of the isotopic ratios measured. 
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Numerical Sensitivity Study of the Morphology 
of Lake-Effect Snow Storms over Lake Michigan 

Mark Hjelmfelt 

National Center for Atmospheric Research t 
P. 0. Box 3000, Boulder, Colorado 80307 

1. INTRODUCTION 

The Great Lakes of North America exert significant ef­
fects on the weather in their vicinity. In fall and win­
ter months, when cold arctic air masses cross the lakes, 
"lake-effect" snow storms may occur. Under suitable 
condi'tions of lake-air temperature differences, wind 
speed, fetch, and stability, strong organized convec-
tion may develop in the boundary layer. The result-
ing lines or bands of cumulus or strato-cumulus clouds 
may produce considerable amounts of snow. While the 
classic lake-effect storms occur in the cold air behind 
the synoptic-scale disturbances in conditions of stability 
that tend to suppress convection, lake-effect enhance­
ments of larger-scale storms may also be significant. 
Braham and Dungey (1984) estimated that one-fourth 
to one-half of the yearly snowfall on the shores of Lake 
Michigan could be attributed to lake-effects. 

Braham and Kelly (1982) and Forbes and Merritt 
(1984) have identified four general morphological types 
of lake-effect snow storms. These are shown schemati­
cally in Fig. 1: a) broad area coverage, which may be­
come organized into wind parallel bands (Kelly, 1982) or 
open-cells (Braham, 1986) is the most common· type 
(Kelly, 1986); b) shoreline bands with a line of con­
vection roughly parallel to the lee shore and a well­
developed land breeze on the lee shore (Braham, 1983) 
can produce very heavy snowfalls near the lake shore; c) 
mid-lake bands with low-level convergence centered over 
the lake (Passarelli and Braham, 1981) may produce 
heavy snows where the band crosses the shoreline at the 
southern end of the lake; d) mesoscale vortices with a 
well-developed cyclonic flow pattern in the boundary 
layer (Forbes and Merritt, 1984; Pease et al., 1988) can 
also occur. 
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In this study, numerical simulations are used to exam­
ine the influence of environmental parameters on the 
morphology of lake-effect snow storms over Lake Michi­
gan. A series of model sensitivity studies are performed 
to examine the effects of lake-land temperature differ­
ence, atmospheric boundary layer stability, humidity, 
and wind speed and direction on the morphology of sim­
ulated storms. The intention is to generate a numerical 
climatology for comparison with theory and observa­
tions. 

2. MODEL 

These studies are performed using the Colorado State 
Mesoscale Model (Pielke, 197 4, 1984; McNider and 
Pielke, 1981; Hjelmfelt and Braham, 1983). This model 
has previously been shown to produce good simula­
tions of lake-effect snow storms in simulations of the 
10 December 1977 shoreline band storm (Hjelmfelt and 
Braham, 1983) and the mesoscale spiral vortex that oc­
curred on 19 October 1972 (Pease et al., 1988). 

The model is a three-dimensional, Eulerian, hydrostatic, 
primitive equation model with a detailed boundary layer 
parameterization (Pielke, 1984). The present study 
employs the model with an 8 km horizontal grid spac­
ing and a variable vertical grid with levels at 10, 100, 
500, and continuing at 500 m intervals to 5 km. Pre­
cipitation is included via a simple condensation scheme 
(Hjelmfelt and Braham, 1983) and includes evaporation 
below cloud base exponentially inversely proportional to 
the relative humidity. 
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Figure 1. Schematic of four morphological types of lake-effect snow storms over Lake Michigan 
as defined from observations: a) broad area coverage, b) shoreline band, c) mid-lake band, and 
d) mesoscale vortex. 

t NCAR is sponsored by the National Science Foundation. 
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In the present study, the simulated area is assumed to 
be in a constant, uniform synoptic environment. The 
environmental parameters are varied independently to 
examine their impact on the expression of the above 
morphological types. Simulations are carried out until 
the model approaches a steady state. 

3. SIMULATED MORPHOLOGY 

Simulations are performed for a variety of conditions 
and various model fields plotted. Figure 2 shows ex­
amples of simulations exhibiting features of the four 
morphological types seen in observations. These results 
were obtained in the course of completing a matrix of 
sensitivity runs and are not the result of fine tuning the 
simulations to obtain the best examples of each type. 

Figure 2a shows the results of a model simulation with 
strong lake-land temperature difference ( 6. T=18), 
strong westerly winds (10 m s-1 ), and a moderately 
strong stability (6.0=5° km-1 ). In this case, the 
winds show no reversal of direction on the lee shore, 
there is not a strong, well-defined band of convec­
tion, and cloud covers a broad area downwind of the 
lake. In fine scale, this case might exhibit wind par­
allel bands of clouds (Kelly, 1984). However, this 
can not be determined with an 8 km grid. 

Figure 2b shows a shoreline band. The land breeze 
is hard to see in this figure but can be quite strong 
(Hjelmfelt and Braham, 1983). Convection is con­
fined to a narrow band near the lake shore with pre­
cipitation rates exceeding 1 mm/hr. This simulation 
was made with a strong lake-land temperature dif­
ference ( 6. T=18), weak westerly winds (2 m s-1 

), 

and a moderately strong stability (6.0=5° km-1 
). 

A mid-lake band appears in the results shown in 
Fig. 2c. This simulation was made with a weaker 
lake-land temperature difference (6.T=l2), moder­
ate northerly winds (6 m s-1 ), and strong stability 
(t:.0=8° km-1 ). Both convection and cloud cover 
are restricted to a band over the middle of the lake. 
Strong local enhancement occurs where the band 
crosses the lake's southern shore. 
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Figure 2d gives an example of a vortex. In this case, 
the simulation was made with a strong lake-land 
temperature difference (6.T=l8), weak northerly 
winds (2 m s-1 ), and low stability ( 6.0=2° km-1 

). 

The vectors are harder to see with weak winds, but 
the cloud band indicates the vortex at the southern 
end of the lake. 

4. SENSITIVITY STUDIES 

Sensitivity studies have been made for lake-land 
temperature differences of 5-18°, where the lake was 
kept at a constant 0°C. The upwind atmospheric 
sounding was given surface (1000 mb) to 3 km 
(about 700 mb) stabilities of 2, 5, and 8 6.0 km-1

. 

Winds were permitted to take on values of 2, 6 and 
10 m s-1 for westerly and northerly directions. Rel­
ative humidities in the boundary layer were varied 
between 25-75%. 

As the temperature of the air flowing off the upwind 
shore onto the lake decreases, the strength of the 
lake-induced circulations increases. Combined with 
winds, this is the most important factor in deter­
mining the strength and morphology of convection. 
Precipitation did not occur for the conditions stud­
ied at 6. T=l0°, but always did for 6. T=l8°. As 6. T 
increases, the potential for developing land breezes 
and shoreline bands increases; at 6. T=12, a 6 m s-1 

wind was too strong to permit a shoreline band or 
land breeze to develop, while at 6. T=l8 a shoreline 
band could be obtained. These results are consis­
tent with a forecaster's rule of thumb that a lake-air 
6. T of 13c is needed to get appreciable snow on the 
eastern shore of Lake Michigan (Rothrock, 1969). 

Decreasing stability gives rise to a more convec-
tive, deeper response. Actually, perturbations in 
the low-level flow may be stronger in the more sta­
ble case because all the activity is confined to a 
shallower layer. Thus, land breezes may be some­
what easier to develop in conditions of hi6h stabil­
ity. The deeper response of the less stable cases, 
however, can produce more precipitation, even in 

Figure 2. Examples of numerical simulations of the four observed morphological types of lake­
effect snow storms over Lake Michigan, as in Fig. 1. Grid marks are at 8 km intervals and 
vectors are scaled to 8 km per grid interval. Areas of cloud cover are shaded. Contours are for 
vertical velocities at 1 km above the surface, contours at 10, 40, 80 cm s-1 . 
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this model. In nature, as the mesoscale response 
breaks into convective elements, much more vig­
orous convection and precipitation formation may 
occur. This increased convective nature may eventu­
ally cause a breakdown of the larger-scale patterns 
shown in Figs. 1 and 2. For a case with a large 
lake-land temperature difference (.6.T=l8), strong 
westerly winds (10 m s-1 ), but only low stability 
(.6.0 km-1 =2), the area pattern in Fig. 2a broke 
down into three small areas of stronger vertical ve­
locities spaced along the eastern shore. This result 
is similar to that discussed by Hsu (1987). 

Winds exert a strong controlling influence on lake 
snow morphology. Weak to moderate westerly winds 
are conducive to the development of a land breeze 
and shoreline band, while stronger winds are more 
conducive to development of wind parallel bands. 
Very weak winds, especially from the north, may be 
conducive to the development of a vortex; otherwise 
the development of land breezes from both shores 
may create a mid-lake band. Stronger northerly 
winds enhance support for the development of mid­
lake bands. 

For a lake-land .6.T=l5° km-1 and a strong sta­
bility of .6.0 km-1 = 8, even strong west winds 
(10 m s-1 ) gave a land breeze on the eastern 
shore. For low stability (.6.0 km-1 = 2), only a 2 
m s-1westerly wind gave a land breeze. Moderate 
stability (.6.0 km-1 = 5) yielded just a hint of a land 
breeze component for a 6 m s-1 west wind. 

The humidity of the upstream sounding helps to 
regulate the cloud base height and cloud depth and 
the potential for precipitation formation. In some 
cases, its effect can be notable. 

5. DISCUSSION 

Space does not permit a full discuss.ion of the matrix 
of simulations. Comparisons with observations and 
theory also must be held for a more complete forum. 

Actual lake-effect storms occur in a dynamic, chang­
ing environment and so may not actually achieve 
the organization that conditions are driving it to­
ward. Thus, the present study indicates steady 
state tendencies that must be interpreted in the real 
world in the context of changing dynamic condi­
tions. Horizontal gradients of surface temperatures 
and winds across the domain and more complicated 
atmospheric structure (e.g., a low boundary layer 
stability with a strong, low-level capping inversion) 
also complicate real world situations. The present 
work, however, provides a context and background 
for forecasting experiments that include the effects 
of regional weather patterns and also for fine-scale 
studies of cloud structure and microphysical pro­
cesses. 
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DOPPLER R<\DAR OBSERVATIONS OF SNOW PARTICLES 

IN W1NTER CONVECTIVE C!DllllS 
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* Osalrn Kyoiku University 

** Institute of Low Temperature Science, Hokkaido Uniw~n,Hy 

1. INTRODUCTION 
On the coast of the Japan Sea heavy snowfalls 

from convective clouds are frequently brought 

by prevailing north-west wind in winter. In 

Sapporo, located on the north east coast of 

the Japan sea, the type of snow particles 

falling on these days is almost always 

graupels or snowflal,e aggregates and it often 

changes from graupels to aggregates and some­

times from aggregates to graupels at the in­

terval of about 10 minutes in a series of 

snowfall. The present paper describes the 

movements of these particles observed by a 

Doppler radar comparing with the change of 

precipitating particles observed at the radar 

site. 

2. OBSERVATION 

Observations of snow particles of winter con­

vective clouds were carried out at ILTS in 

Sapporo in 1986. A 3-dimensional Doppler radar 

and an observation tower to measure the 

diameter and fall velocity of snow particles 

continuously were set on the roof of the main 

bui.lding(Fig.1), The size of the tower was 3 m 

(in height) x 0.9 m x 0.6 m and trajectories 

of snow particles fallen into the tower were 

photographed three times per a minute il­

luminating by a stroboscopic light. The 

DOPPLER 
RADAR 

Fig.I Section of observation tower and Dop­

pler radar 
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diameter, the fall velocity and the m.nnber 

concentration of observed particles were ob­

tained by analyzing photographs. 

3. RESULT 

The relationship between the average diameter 

and the fall velocity of particles during a 

series of snowfall is shown in Fig.2. An open 

circle in this figure shows a relation between 

the averaged diameter and the averaged fall 

velocity of particles fallen in a minute. In 

this series of snowfall forty open circles are 

shown because it lasted for about forty 

minutes. In this figure, the region of 

graupels is clearly separated from that of 

aggregates, the fall velocity of graupels be­

came larger in proportion to the size and, on 

the other hand, the fall velocity of ag­

gregates was almost constant for the size 

range between 1 mm and 3 mm in averaged 
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Fig.2 The relationship between averaged 

diameter and fall velocity 



diameter. Two types of particle, graupels and 

aggregates, were rarely observed to fall at 

lhe snme time on the ground. In a series of 

snowfall the fall velocity of graupels was 

high at first and gradually decreased. However 

the fall velocity and the diameter of ag­

gregates were almost constant throughout the 

snowfall. The time-height cross section of 

radar reflectivity and and the changes of 

snowfall rate at the ground on this day is 

shown in Fig.3. The snowfall rate was high at 

first when graupels fell, and it gradually 

decreased with the decrease of the height of 

echo top and graupels were replaced by ag­

gregates at 03:25. Comparing the upper cross 

section with the lower snowfall rate, the 

larger hatched region(right) the smaller 

, hatched region( left) were inferred to be those 

of graupels and aggregates respectively. The 

variation of vertical Doppler velocity with 

· height at high reflectivity region( >25 d.Bz) 

for graupels and aggregates is shown in Fig.4. 

For graupels, the fall velocity was small 

(about 1 m/s) inside the clouds and large 

(>2.5 m/s) at the level just below the qloud 

base as compared with the fall velocity at the 

ground. On the other hand for aggregates, the 

averaged vertical velocity was aoout 1 m/s and 

almost constant between the cloud top and the 

ground in spite of the region of high reflec­

tivity increased below the cloud base. 

Fig.5 shows four cases of the variation of 

reflectivities and vertical Doppler velocities 

in the echo core region from the echo top to 

the ground. Corresponding size spectra of snow 

particles at the ground are also shown in this 

figure. For graupels(case a) the vertical Dop­

pler velocity became gradually large from the 

cloud base to the ground, although the reflec­

tivity showed no clear difference between the 

echo top and the ground. Inside the cloud con­

vective activity was inferred to be large be­

cause the ranges of Doppler velocity shown by 

lmrs were large and high reflectivity regions 

extended close to the echo top. 

For aggregates(case b,c and d) the vertical 

Doppler velocity changed little between the 

echo top and the ground, and the radar reflec­

tivity of the lower ]P.vel1'3 became gradually 

large in the case of large snowfall intensity 

on the ground(case b). In the case of small 

snowfall intensity(case d), however, it varied 

sharply near the ground. 

Passarelli.(1978), Kenneth and Passarelli.(1982) 

observed the height evolution of snow size 

2 

:r: 

1:tL-~~·il.L41.I.UilJ.AilfJ--LLUJ.U.J-fJ.J..ll.U*~~G~~-.---f 

04:oo 0J:30 03:00 
Fig.3 Time-height cross section and snowfall 

rate in a series of snowfall. 

Contour lines of radar echo indicate 15,20,25 

and 30 d.BZ. (14 Feb. 1986) A:aggregates; 

G:graupels 
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Fig.4 Height distributions of vertical Dop-

pler velocities for highly reflectivite(>25 

d.BZ) graupels(upper figure) and aggregates 

(lm,er figure). Solid lines at 0 km indicate 

the range of the fall velocity of these par­

ticles observed at the ground. 
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spectra by aircraft in natural clouds. They 

have shown aggregates advanced descending al­

titude and the slope of spectra is smaller be­

cause of increasing of large aggregates. In 

our cnses(Fig.5), the size spectra on the 

grow1d shows increasing concentration of large 

particles with increasing altitude of echo top 

4. SUMMARY 

Graupels were formed near the cloud top where 

updraft was inferred to be prevailing; they 

fell below the cloud base, where downdraft 

probably produced by these falling particles 

exist. On the other hand, aggregates grew 

slowly in comparatively weak upcurrents be­

tween the cloud top and the ground. When the 

cloud top was high and the nwnber concentra­

tion of the particles was large, the occur­

rence of large aggregates increased because 
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Fig.5 Upper figures show four cases of varia­

tions of vertical Doppler velocities and 

reflectivities in core regions with altitude. 

Lower figures are four cases of size spectra 

of snow particles observed at the 

ground. (a,b,c and d correspond to upper a,b,c 

and d respectively) 
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2 

0 

particles were inferred to aggregate them­

selves for falling long distance. 
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THE RELATIONSHIP BETWEEN ENTRAINMENT RATE AND 

SOME PRODUCTS OF 1-D Cb MODEL 

Mladjen Curie and Dejan Jane 

Institute of Meteorology, University of Belgrade 

Yugoslavia 

1. INTRODUCTION 

The treatment of entrainment processes 

is one of the principal problem of 1-D 

cloud models. In order to improve some 

cloud model outputs with regard to ope­

rative use, we introduced the new en­

trainment parameterization in the 1-D 

time-dependent hydrostatic Cb cloud mo­

del. Despite the facts that real dis­

tinction of dynamic and turbulent mi­

xing processes is practically very dif­

ficult (Randall and Huffman, 1982), the 

entrainment rate is treated as the sum 

of the three terms: the constant term; 

the term which is proportionate to the 

absolute value of vertical velocity si­

milarly to Wisner et al. (1972) and 

describes turbulent mixing processes 

and the term which depends on the ver­

tiQal velocity avection term and des­

cribes organized entrainment (detrain­

ment) processes. 

2. THE ENTRAINMENT PARAMETERIZATION 

The entrainment processes is investiga­

ted in 1-D hydrostatic time-dependent 

model given by Wisner et al. (1972) 

with improvements of microphysical sch­

eme parameterization (Orville et al., 

1975; Lin et al., 1983). The given mo­

del assumed that the cloud consists of 

the vertical core and the environment. 

The initial profile of the vertical 

core is taken to be in the form of a 

cone in accordance with e.g. Battan 

(1982): 

r = r
0 

+ Az (1) 

where r
0

=5 km and A=0.2. 

If we analyze the entrainment at some 

level we need know the differential 

segment area of the vertical core. So, 

( 2 211 / 2 dS = n(2r+dr) (dz) +(dr) ( 2) 

where dr and dz are differential chan­

ges of the core radius and the height 

respectively. 

We suppose that the entrainment rate 

may be written in the general form: 

µ = { F O + F 1 ( I w I , d S ) + F iw ~; , d S ) 

F
0

+F 1 (iwl ,dS)-Fiw~:,ds) 

( 3) 

By use of dimensional analysis and Pi­

theorem we derive finally the entrain­

ment rate in the form: 

-112 I I 112 a+blwldS +c( waw/az /dS) 

for waw/az ~ 0 
µ = ( 4) 

I I -112 I I ~ 112 a+b w dS -c( waw/az /d~) 

for waw/az < O. 

where a, band c are constants defined in the 
calibration procedure. The whole time, 

we choose that a=O. The second term is 

always positive due to the fact that 

the turbulent mixing processes are in­

dependent of vertical velocity sign. 

The third term may be positive or nega­

tive in some regions of the cloud. 

When the updraft is dominant the mec­

hanism of compensating entrainment 

will be occurred when the vertical 

Velocity gradient is positive and the 
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detrainment when it is negative (e.g. 

in the upper part of the cloud). Fur­

ther, in the downward motion zone the 

vertical velocity advection term may 

be also negative and causes the air de­

trainment. 

3. THE SENSITIVITY EXPERIMENTS 

The rawin-sonde data of 30th of June, 

1980 (Curie, 1982) is used for sensi­

tivity experiments. The other initial 

and boundary conditions, time and grid 

steps and numerical techniques are the 

same as in the work of Curie and Jane 

(1987). For time interval ~t=60 min 

the observed cloud top heights very 

in the interval 56-67 dBZ. In Tables 

1-5 are time variations of the model 

maxima values of radar reflectivity, 

vertical velocity, liquid and ice wa­

ter mixing ratios and temperature ex­

cess. The model top height vary in the 

interval 11.8-12.2 km and approximati­

vely coincide with time-averaged value 

of the measured heights. 

t(min) 0 5 10 20 30 40 50 60 
µ(s-1) 

µl 6.0 11.1 9.2 9.8 9.5 8.5 8.0 7.3 

µ2 6.0 13.8 9.5 9.5 9.2 9.0 8.9 8.8 

µ3 6.0 17,519.3 20.6 14.6 12.7 11.4 13.9 

µ4 6.0 15.1 10.9 8.3 8.2 8.7 9.1 9.3 

µ5 6.0 15.0 12.8 8.4 7.9 9.1 9.1 9.4 

µ6 6.0 13.4 7.9 6.4 8.7 8.0 8.1 7.9 

µ7 6.0 13.3 8.1 5.7 7.8 7.0 7.9 7.9 

Table 1. The maxima values of vertical veloci­
ty (mis) as function of time for entrainment 
rates: µ1-coefficient used by Wisner et al. 
(1972);µ2= 0.2IR; µ~ from equ.(4), b=0.5, c=5; 
µ4-µ 7 same asµ~ buE for values (O; 10), 
(0.5, 10), (0.5, 15), (0.5; 25) respectively 

For Wisner's entrainment rate (µ 1 ) and 

µ2 (µ 2 =0.2lr) the vertical velocity 

maximum showstime change in the inter-
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vals 7.3-11.1 mis and 8.8-13.8 mis res­

pectively (Tab.l). The maximum radar 

reflectivity also shows time changes 

and decreases but its value is underes­

timated with comparison to observed va­

lue, (Tab.2) The liquid water mixing 

ratio maxima values are relatively 

small (Tab.4). Temperature excesses vary 

in the interval 4.4-5.8 °c (Tab.5). 

10 20 30 40 50 60 

µl 0 50.8 50.3 43.3 37.4 15.0 45.8 42.9 

µ2 0 51.6 52.1 43.3 15.5 36.2 40.0 24.3 

µ3 0 52.7 54.7 56.4 41.9 37.3 27.3 41.1 

µ4 0 52.6 55.5 57.2 57.9 54.9 30.7 53.3 

µ5 0 52.4 55.8 69.6 58.6 35.2 27.7 54.8 

µ6 0 52.7 55.1 32.5 32.5 60.2 61.4 62.2 

µ7 0 52.4 55.2 43.4 36.1 68.6 60.5 59.2 

Table 2. Same as 1 but for reflectivity (dBZ) 

For entrainment rate ( 4) the maximum 

vertical velocity is mainly greater 

than for previous ones except for ca-

ses µ6 (b=0, c=l5) and µ
7

(b=0.5, c=l5). 

The maximum radar reflectivity factors 

are better coincided with observed va-

lues (Tab.2). The liquid and ice water 

t(min) 0 5 10 20 30 40 50 60 (s-1) 

µl 4.6 3.9 3.6 2.8 2.7 2.6 2.3 2.2 

µ2 4.6 4.4 3.8 3.1 3.0 3.0 2.9 2.8 

µ3 4.6 6.0 7.0 6.3 7.2 6.1 4.5 5.4 

µ4 4.6 5.2 6.9 6.4 5.6 4.6 6.0 5.0 

µ5 4.6 5.1 3-3 6.5 6.1 4.5 4.9 4.8 

µ6 4.6 4.8 4.0 5.1 5.0 5.0 5.0 5.1 

µ7 4.6 4.8 4.4 5.0 5.1 4.9 5.1 5.2 

Table 3. Same as 1 but for liquid water mi-
xing ratio (glkg) 

mixing ratios are mainly greater than 

for cases of µl and µ2' (Tables 3 and 



4), but temperature excesses are some­

what lower except for case µ
3

(b=0, c=5), 

(Tab.5). 

t(min) 
µ(s-1) 0 5 10 20 30 40 50 60 

0 0.1 0.1 0.5 0.5 0.008 0.002 0.001 

0 0.1 0.1 0.4 0.1 0.05 0.04 0.03 

0 0.010.2 1.010.14.3 

0 0.1 0.2 1.2 2.0 1.9 

0 0.1 0.2 1.6 2.0 o.8 

0 0 0.1 0.2 0.8 1.5 

0 0.1 0.2 0.5 1.0 1.4 

5.4 3.5 

2.0 2.1 

2.0 2.1 

1.5 1.6 

1.5 1.6 

Table 4. The sarre as 1 but for ice mixing 
ratio (g/kg) 

When the value of c decreases the verti­

cal velocity advection term causes gre­

ater maxima values of vertical veloci­

ties, liquid and ice water mixing ratios 

and temperature excesses or quasi-adia­

batic case. By increase of the ,;,-alue 

of the constant ~ the entrainmeni beco­

mes overrated for values c>l5. As can be 

seen, the model outputs are very sensi­

tive for variations of constant c. 

t(min) 0 5 10 20 30 40 50 60 µ(s-1) 

µl 0 5.7 4.9 4.9 4.7 4.7 4.5 4.4 

µ2 0 5.8 4.8 4.8 4.7 4.6 4.5 4.4 

µ3 0 6.8 6.4 6.5 4.4 4.2 4.2 4.4 

µ4 0 5.9 4.6 3.6 3.8 3.7 3.8 3.9 

µ5 0 6.0 4.7 3.7 3-7 3.7 3.8 4.0 

µ6 0 5.2 3.9 3.3 3.4 3.6 3.6 3.6 

µ7 0 5.3 4.0 3.2 3.5 3.5 3.6 3.6 

Table 5. The same as 1 but for temperature 
excess (0 c). 

For values of constant b (b<0.5) the 

maximum values are mainly less sensiti-

ve than for the variation of constant 

C except for the maximum radar reflec-

tivity. For greater values of b and 

especially for b>l.O the entrainment 

is overrated for all combinations of 

C • 
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ON THE ENTRAINMENT IN CUMULI - A CONTRIBUTION TO A CASE STUDY 

Ivana Nemesova 

Institute of the Physics of the Atmosphere, CAS, Prague 

1. INTRODUCTION 

The paper deals with a. complementary analysis 

of mixing and entrainment to the case published 

by Drs C.Pontikis and A.Rigaud (PONTIKIS ~r AL 

1987,in press) who made available the data col­

lected during the 3:NCC Experiment, France. Two 

types of analysis were used, the Paluch analy­

sis (PALUCH 1979,p.2467) 'l.nd the saturation po­

int analysis (BETI'S 1982,p.2182),both of them 

making use of conserved parameters and a r:1ixing 

line structure. 

2. A CASE STUDY 

2 .1 GENERAL FSATUHES OF OBSERVATIONS 

On 9.9.1983, a group of small cumuli with flat 

bases at the level of 1.1 km and of the depth 

of 1.2 km was sampled; during the afternoon a 

large nonprecipitating cumulus developed, the 

top of which kept remaining at the level of 3.2 

km during the sampling oime between 15.45-16.45 

GMT.The measurement inside the clouds were made 

by an instrumented EER.\i! Piper-Aztec aircraft.In 

-cloud temperature T was measured by the Rose-
c 

mount probe, the L:/C (liquid water content) was 

measured by both,the Johnson-Williams hot-wire 

device and the FSSP spectrometer. The Johnson­

Vlilliams values of the LWC were used in all our 

thermodynamic analyses.Fig.l shows the clear 

air sounding for the day together with the sche-

-10 0 70 20 
..;-T[°C] 

Fig. l : '!'he clear air ~unding and the ach,;ime of flie!·t penetrationa 
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me of the flight procedure in the sampled clouds. 

The main characteristics of the group of cumuli 

cumuli 

cloud base - CB /km/ 1.1 
cloud top - CT /m/ 2.J 
CB clear air temperature ; 0 c/ 10.6 
CT clear air temperature / 6 C/ J.0 
mean horizontal dimension /Jan/ 1.5 
estimated updraft dimension /km/ 0.5 

Table 1 

isolated 
cumulus 

1.0 
J.2 

11.2 
-0.5 
J.0 
0.9 

and the isolated cumulus are given in Table 1. 

The mean CB conditions of the isolated cumulus 

were determined by the aircraft: p=890 hPa,Tc= 

11.6°c, '½(total water mixing ratio)= 9.5 g/kg. 

The measurement in the CB of the cumuli were not 

available; an estimation was made:p= 890 hPa,T = 
C 

TE+ 0.4, where TE is the environmental tempera-

ture,'½ corresponds to the saturation at the 

temperature T .In Fig.2, the values of the ra-
c 

tio LWC/LWCA (LWCA is the adiabatic LWC) are 

shown together with Warner's data. Typical data. 
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collected in the isolated cumulus allow to dis­

cern three main regions: the updraft and down­

draft regions and the transition region in bet­

ween.The observed spectra in the transition re­

gion are mostly bimodal while in the small cu­

muli only monomodal spectra are found. 

2.2 THERMODYNAMIC ANALYSES 

Two types of thermodynamic analysis were used 

to make conclusions about the mechanism of ent­

rainment in the case under study. Both of them 

make use of conserved parameters under the ass­

umption that there are only two "source" regi­

ons of air with distinct properties taking part 

in the mixing. 

a) Paluch analysis 

Paluch diagrams, the plot of wet equivalent te­

mperature eq and'¾,, for the isolated cumulus 

clearly support the cloud top entrainment hypo­

thesis; in the top regions mixing between cloud 

tower air and clear air environment leads to 

evaporative cooling and penetrative downdrafts. 

The entrained air levels were determined in the 

layer 3.2-3.6 km. We tried to make use of Pa­

luch analysis to determine the entrained air 

levels for the small cumuli.The diagrams seemed 

to support the lateral entrainment hypothesis. 

We used our modified method (NEMESOVA 1985, 

p.300) for the estimation of entrained air le­

vels.The method is applied under the condition 

that a density equilibrium temperature is atta­

ined in mixed cloud regions.The results are 

-0.3 

UB{eq.Tc, 
max LWC) 

___________ UB{maxTc, max LWC) 

0.5 1.0 hnc 

Fig.) 1 The dependance of hn on hn
0 

for the small cumuli 

shown in Fig.3. The height levels are normalized 

so that hn >l for levels above a CT and hn < O 

for levels below a CB. hn means a level inside 
C 

a vertical extent of a cloud.In this system the 

lateral entrainment is represented by the strai­

ght line hn= hnc.We can see some interesting fe­

atures in Fig.3. Up to the level of the last pe­

netration hnc=0.6 (1.8 km) the curves lie very 

near the lateral entrainment line, for both the 

mean values of LWC and the lower bound of the 

LWC.The curve (UB) for the observed maxima of 

LWCs and of Tes lies nearly horizontally: the 

entrained air origin can be placed below the CB. 

From Fig.3 we may conclude that up to the hig­

hest penetration level the lateral entrainment 

prevails. 

b) Saturation point analysis 

The saturation point (SP) coordinate system was 

introduced to represent the properties of clear 

and cloudy air in terms of conserved variables. 

On a thermodynamic diagram all the possible mix­

tures lie on the mixing line connecting the SPs 

of both the regions involved in mixing. Since 

the CTs and CBs are known for our sounding, we 

make the analysis of the mixing possibilities 

for both the studied cases. For the time being, 

we ignore the sampled in-cloud data. The diagram 

analysis was transferred into a numerical one, 

which is used for a classification of the ther­

modynamic structure of different convective re­

gimes.The output of the procedures concerning 

the CT mixing are the following: 

i)Parameter (5 D' expressing the mutual positions 

of the lines involved in mixing, the value of 

which move in the range O - l; G"'D = O corres­

ponds to the descent to the CB, G' D = 1 corres­

ponds to a no descent case. 

ii)The possible lowest downdraft equilibrium le­

vel~• 
iii)The minimum temperature resulting from cloud 

-clear air evaporative mixing at the CT. 

6D hD T
0
rnin F 

/m/ /OC/ 

cumuli o.69 1800 2.s o.9 

isolated cumulus 0.01 970 -J.O 0.1 

Table 2 
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iv)Fraction F of the cloudy air in the mixture 

with the CT clear air. 

The results are summarized in Table 2. 

The computed values show that evaporative down­

drafts are highly probable in the isolated cu­

mulus; in an extreme case, they can even reach 

the CB level. This fact agrees well with the 

existence of a downdraft region in the lowest 

penetration level.On the contrary, conditions 

for a downdraft in the small cumuli are not ve­

ry favourable. The lowest possible downdraft 

can theoretically reach only the level of 1.8km 

which is well above the highest penetration le­

vel in the sampled clouds. This fact also seems 

to evidence the lateral entrainment as a domi­

nant mixing mechanism in these cumuli. 

\il/'hen we used the mixing line analysis for the 

in-cloud data we found that there wre in prin­

ciple two mixing lines, one representing the 

mixing in the small cumuli and the other for 

the CT mixing in the isolated cumulus.The situ­

ation is illustrated by the plot in Fig.4. The 

plot resembles a vertical eE sounding. The 

sounding is close to the mixing line structure 

for the small cumuli up to es minimum.In-cloud 

values of e and Q_ for the small cumuli most-ES L' 
ly lie to the left of the eE profile, but very 

close. On the contrary, the in-cloud data for 

the isolated cumulus are found on the right si­

de of the eE profile and represent not only the 

actual mixing line for the cumulus but also a 

possible new mixing line; generally, both the 

clouds and the enviror..ment are adjusting toward 

10 
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a similar mixing line as is the case which was 

established for the small cumuli. 

3. CONCLUSIONS 

Our thermodynamic analyses suggest that both, 

the lateral and cloud top entrainment are im­

portant processes, however, in principle they 

represent extremes.On the basis of the discus­

sion of the mixing lines in the case under stu­

dy one may speculate that both the types of en­

trainment probably act simultaneously: for the 

small cumuli the CT entrainment is likely to 

exist in the top part of clouds where the pene­

tration data are not available, and a lateral 

entrain.~ent may have some influence in the lo­

wer half of the isolated cumulus. Contributions 

by which both types of entrainment influence 

a general dilution of different clouds probably 

vary according to environmental characteristics 

which control main cloud features. 
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A FINE RESOLUTION, TWO-DIMENSIONAL NUMERICAL 

STUDY OF A CLOUD-CAPPED BOUNDARY LAYER 

M.K. Macvean and S. Nicholls 

Meteorological Office, Bracknell, England 

1. INTRODUCTION AND BACKGROUND 

Extensive sheets of stratocumulus cloud at the top of the 

boundary layer are frequently observed in numerous ar­

eas of the world, particularly over the sea. Because of the 

cloud's effect on the energy balance, it exerts a significant 

influence on climate, as well as on local weather. However, 

both forecast and climate models have, in general, been 

unsatisfactory in their handling of such features. In the 

last few years there have been a number of numerical stud­

ies of the cloud-capped boundary layer, using a variety of 

different models, ranging from one-dimensional, ensemble­

averaged models (Duynkerke and Driedonks, 1987) 

to three-dimensional large-eddy simulations (Moeng, 1986) 

At the same time, there has been a significant increase in 

the size of the observational database, with notable con­

tributions from Brost et al (1982a,b) and Nicholls and 

Leighton (1986), culminating in the recent FIRE experi­

ment off the coast of California. 

Most large-eddy simulations that have been carried 

out to date have had relatively coarse vertical resolution 

(25m or more). This is too coarse to model accurately 

the processes occurring in t,he region of the capping in­

version and such models are then subject to serious finite­

difference errors. Because of the computational resources 

required, the use of finer resolution limits consideration 

to a two-dimensional domain, if a significant region of pa­

rameter space is to be explored. Although, in reality, the 

motions would be three-dimensional, previous work has 

shown that study of the two-dimensional problem provides 

useful information, provided that the turbulence is basi­

cally buoyancy- rather than shear-driven. In (;his paper 

we present preliminary results from a simulation carried 

out using a two-dimensional model with fine resolution. 

The turbulent energy budget is compared with the results 

of an observational study using aircraft, carried out. over 

the North Sea in 1982-3. 

2. MODEL DETAILS AND DEVELOPMENT 

The current model was developed from that described by 

Mason (1985) and includes a reasonably accurate calcu­

lation of condensation, together with an idealized repre­

sentation of long-wave cooling due to liquid water. Short­

wave radiative effects are neglected. A domain 10km long 

and 4km high is used, with periodic lateral boundary con­

ditions. The horizontal grid spacing is uniform(~ 80m), 

while a smoothly varying vertical mesh spacing is em­

ployed, with 9m resolution over a range of heights span­

ning the expected inversion height. Suitable "balanced" 

initial conditions for the two-dimensional model, contain­

ing a cloud layer, were obtained by first integrating a 1-D 

version of the model from an initial state in which the 

relative hµmidity was 90% up to 1100m. The surface 

was maintained at saturation, while the relative humidity 

above 1150m was 20%. The initial potential temperature 

varied piecewise linearly between 280.15K at the surface, 

281.2K at 1100m, 291.4K at 1150m, 297.3K at 1550m 

and 311.6K at 4000m. A surface heat flux of 12.6W m- 2 

was imposed, together with a net long-wave cooling from 

cloud (when present) of 64.4W m- 2
. The basic geostrophic 

wind was 9ms-1 . The model parameters and initial data 

were chosen to be relevant to the situation in which the 

observational data were obtained. The profiles obtained 

from the 1-D model were smoothed, to remove disconti­

nuities in gradient, before use in the 2-D model. A white­

noise velocity perturbation was used to initiate the eddies. 

The region of large static stability at the inversion acts 

as an almost-rigid lid. Energetic updraughts impinging on 

it thus lead to intense local sharpening of the curvature of 

the temperature and humidity profiles, to the point where 

these profiles exhibit discontinuous vertical gradients at 

the inversion. This tendency appears to be present, how­

ever smooth the initial mean profiles and whatever verti­

cal resolution is used. It is well documented how badly 

centred differences in advection terms cope with such dis­

continuities. The errors take the form of oscillations about 

the "correct" local profile, the amplitude of which can be 

sufficient to reduce the Richardson Number (Ri) in other­

wise stable regions to below the critical value locally and 

thus induce spurious mixing. This renders the changes 

irreversible and the errors accumulate, with the profiles 

425 



above the inversion becoming more and more unrealistic. 

The corresponding errors immediately below the inversion 

are not immediately obvious in the profiles, as they occur 

in a region which, in the mean, is well-mixed anyway; there 

must, however, be a spurious contribution to the mixing 

in the boundary layer as well. Examination of other ~ork­

ers' results (e.g. Moeng, 1986, Fig.6; Mason, 1985, Figs.2 

·and 5) shows such errors to be ubiquitous. 

In an attempt to overcome these difficulties, the 3rd­

order upwind scheme proposed by Leonard (1979) was 

implemented, for the advection of scalars in the model. 

While this scheme reduced the magnitude of the prob­

lem, serious errors still occurred. The only way found 

of avoiding these errors, was to ensure sufficient mixing 

to counteract the tendency for discontinuities in gradient 

to form. In stable conditions, the mixing length in our 

sub-grid parametrization originally decreased to zero at 

a critical Ri; this was modified to reduce to a minimum 

value 8. Values of order lm appear necessary to give ac­

ceptable mean profiles (Fig.I) - finite difference errors, as 

described above, are just apparent but are so scattered in 

space and time that they are of no significance. Although 

with 8 = Im, typical values of the implied background 

viscosity are very small compared to the peak viscosity, 

they occur in conjunction with very large values of the 

vertical gradients at the inversion. This results in large 

subgrid-scale contributions to the vertical fluxes in the 

capping layer. Taking as a crude measure of entrainment, 

the rate of change of h, the inversion height, it may be seen 

that the value of 8 is of significance for the overall energy 

budget. The rate of change is about 3.9 x 10-3ms- 1 with 

8 = 0 but rises to 4.6 x 10-3 ms-1, with 8 = lm. On 

the one hand, the background mixing in the capping layer 

might be regarded as a physically unrealistic effect, which 

would be expected to enhance entrainment. On the other 
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FIG. 1. Mean profiles of potential f,<'mperature (8), 

liquid water potential temperature (Oz), total water mixing 

ratio (qw) and saturation mixing ratio (qsat)-
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hand, howrwer, the effect of the finite-difference errors 

with 8 = 0 is such as to increase the contrast across 

the capping layer and thus artificially render entrainment 

more difficult. It is plausible that the optimum choice of 8 

is a function of grid spacing, becoming smaller as the res­

olution becomes finer.Thus, it, might, be possible to retain 

realistic mean profiles, while decreasing the importance 

of the background mixing, by going to yet finer vertical 

resolution ( of order 1 m). 

3. RESULTS 

Figure 2 shows the instantaneous fields of verl;ical velocity 

and liquid water mixing ratio at, the end of the 1 hour 

period over which the mean profiles shown in Figs. 1 and 3 

were averaged. It shows vigorous updraughts with widths 

of between 1 and 1.5km, separated by downdraughts of 

similar scale. All the eddies extend throughout the depth 

of the boundary layer, with the <lowndraughts having a 

more complicated structure, particularly within the cloud, 

A clear correlation between updraughts and high liquid 

water content is apparent. 
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FIG. 2. Instantaneous fields of (a) vertical velocity 

(contour interval 0.53ms- 1) and (b) liquid water mixing 

ratio ( contour interval 1. 7 x 10-4). 



FIG. S. Terms in the turbulent kinetic energy budget 

of the model. The off-scale maximum of PTR is 2.97. 
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Figure 3 shows various components of the budget for 

the turbulent kinetic energy ( E') in the simulation. All 

terms have been normalized with 2.5 .times the average 

buoyancy flux over the mixed layer. The statistics cal­

culated from our 10km domain over a period of 1 hour 

are not quantitatively very stable; it is clear that averag­

ing should be performed over a larger number of eddies. 

Nevertheless, the results presented here should be qualita­

tively representative. The profile labelled BP is the buoy­

ancy production < w' B' > ; D is the dissipation implied 

by the sub-grid stress terms; TTR is the turbul~nt trans­

port term -a/az < w'E' >, while PTR is the pressure 

transport term -a/az < w'p' >. Here the primes indi­

cate deviations from the instantaneous horizontal means 

and <> indicates a time and space ·average. The time 

rate of change and shear production terms (not shown) 

are negligible away from the surface. 

Figure 4 shows corresponding quantities derived from 

the observations described in Nicholls and Leighton ( 1986). 

The definitions of BP and TTR are as above, while the 

dissipation was deduced from the energy spectrum on the 

basis of inertial sub-range theory. No observations were 

available from which to calculate PTR; instead, it was 

calculated as the residual in the energy budget. The time 

rate of change and shear production terms were generally 

found to be negligible. 

Comparison of Figs.3 and 4 shows qualitative agree­

ment in the top half of the mixed layer, although the mag­

nitude of the individual terms differs significantly. In both 

cases there is substantial cancellation between TTR and 

PTR - this was not the case in the simulations reported by 

Moeng (1986). Tt is also significant that in our simulation, 

all the terms in the energy budget become negligible im­

mediately above the inversion. In Moeng's work, however, 

the terms remain large for a significant distance above the 

inversion, which seems to be indicative of serious finite-

FIG. 4- Terms in the turbulent kinetic energy budget 

derived from observations. 
-2. 0 LOSS 0 . 0 GAIN 2. 0 

l. 0 

difference errors. Finally, it should be noted that although 

the current simulation reproduces the observed, large, neg­

ative values of TT R just below the inversion, this is asso­

ciated, in the model, with the divergence of the vertical 

transport of the horizontal rather than the vertical com­

ponent of kinetic energy. In our simulation ( and indeed 

in most others), < w'3 > is positive in the upper half of 

the boundary layer, while the observations show negative 

values. This indicates a serious shortcoming of the model: 

as can be seen in Fig.2, it fails to produce the intense, 

narrow downdraughts associated with cloud-top cooling, 

which are observed in reality. Subsequent work will seek 

t'o remedy this defect and investigate the dependence of 

the entrainment processes at the inversion on the model 

parameters. 
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A NUMERICAL METHOD FOR INTEGRATING THE 

THERMAL CONVECTION EQUATIONS IN THE ATMOSPHERE 

Isaac M. Enukashvily 

Depart. for Research and Development. Israel Meteorological Service. 
P.O. Box 25, Bet - Dagan, Israel. 

1. INTRODUCTION 

Direct numerical 
turbLtlent flows 

simulation of 
based on numerical 

integration of Navier-Stokes 
equations as well as investigation 
of the thermal convection equations 
(TCE> which involve no empirical 
parameters to describe the highly 
anisotropic convective eddies and 
their transport characteristics 
have received increasing attention 
in recent years (ORSZAG,1977; 
HERRING,1963; RAYMOND,1979). 
In this study spectral method is 
developed for direct numerical 
simulation of thermal convection 
and convective turbulence. 
To obtain a set of orthogonal 
expansion functions and to satisfy 
boundary conditions as well as to 
provide reasonable convergence of 
the spectral method the analytic 
solution of the heat diffussion 
equation is used as a weighting 
function. The spectral method is 
tested for a model three 
dimensional problem of thermal 
convection with a single 
perturbation source for temperatur~ 
Linearized equations of convective 
instability (LECI) (CHANDRASEKHAR, 
1961) are solved as a Cauchy 
problem by spectral method with 
Hermite orthogonal functions as 
well as by the Fourier integrals 
method. Preliminary numerical 
comput.a.tions by spectral method are 
performed for TCE including 
nonlinear terms. 

2. SPECTRAL METHOD 

TCE in the Boussinsq appro,:imation 
can be written as (CHANDRASEKHAR, 
1961; GUTMAN, 1969) 

- N (u.,,) , C 1 > 

~ 6/ O t+Sw= X /l. 6-N (6) , (2) 

A P= /) O 8/ ~ z+ Vo- Ll w-o- d w/ O t-
3 

-I: ON(u"')/c)A.,. ,<3> 
cl :1 
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where u.<u,v,w) are the three 
dimensional velocity components; 
6 and Pare deviations respectively 
from some constant potential 
temperature 80 and from the 
hydrostatic pressure normalized by 
density. N(u-),N(8) are nonlinear 
inertial terms; V-the kinematic 
viscosity; .X -the thermal 
diffusivity; ft =9/80,g-gravity; 
£.3 is the Kronecker delta; 
x.<x,y,z)-the spatial coordinates; 
t-time.Ll, is the Laplace operator. 

S= r .. - do; r .. is the dry adiabatic 

lapse rate; d o=-dT a/dz; o-=- ( 1 / f al * 

*(Of a/dz) ;To(z) and f' o<z) are 

values of initial reference 
temperature and of 
density respectively. 
z>U the following 
conditions are adopted: 

hydrostatic 
At t=O and 

initial 

, (4} 

where r 2 =x2 +y2 +z2 , and 13,800 are 
initial temperature perturbation 
parameters. The rigid (no slip) 
boundary conditions at z=O are 
imposed on TCE (1) - (3) 

u.,,(x,y,O,t)=0;6Cx,y,O,t)=O • ( 5) 

The spectral method for numerical 
integrating TCE is to seek a 
solution of the form (COURANT, 
HILBERT,1951;DRSZAG,1977) 

P' 
2=W1,,,2 I: 

i=o 

e,,O po 

I: I: 01~k(t)H1(x)* 
j:o J{:I) 

• (6) 

where 2=u.,6,P; 01~k(t) are 
Fourier components; H1<x>,H~(y), 
Hk(z) are orthogonal polynomials 
with wieghting function W<x-,t>. 
When the expansions (6) are used to 
(1)-(3) we obtain an infinite set 
of coupled differential equations 



for 01~k(t). Our truncation 
procedure is to set all 01~k(tJ of 
in~exes greater then a certain 
integers I,J,K equal to Zero 
<RITCHTMYER,MORTON,1972; 
HERRING,1963;ENUKASHVILY,1980). 
The proper choice of W(x,y,z,t> is 
very important to the success of 
spectral method. To obtain W<x-,t> 
the heat diffusion equation (eq. (2) 
with S=O,N(8)=0,;t'=)/) is solved as 
an initial value problem with 
(4)-(5) for 8(SOMMERFELD,1950); 
so we have: 

8=(8ooA3 /S3 Jexp(-A2 r 2 )* 

-iE-erf ( f (z, t)) 

A=S/ <1+48 2 )/ t> 1 .,. 2 ; 

f <z,t)=z/(A(4 Vt> 1 .,. 2 , 

Orthogonal polynomials 
weighting functions 

, ( 7) 

with 

(-mix«im) are Hermite polynomials 
CCOURANT,HILBERT,1951). To obtain 
orthogonal polynomials with 
weighting function 

W3 =exp(-A2 z 2 )erf( f <z,t)) , (8) 

in (Oizim} the Shmidt's method 
<MORSE,FESHBACH,1953) may be used. 
For example setting approximately 

erf ( f J-(2/n:1 .,. 2 ) f, we obtain 

where Z=A2 z 2 ;0rthogonal polynomials 
with weighting function (9) in 
(Oizim) are the known Laguerre 
polynomials. 
The weighting function (9) and the 
corresponding orthonogal expansion 
functions satisfy the boundary 
conditions (5). Usually to 
investigate convective instability 
and transition to turbulent 
convection (CHANDRASEKHAR ,1961) 
TCE (1)-(3) are splitted up into 
LECI (eq. <1>-(3> with o-=O, 
N(u.)=0,N(9)=0) and nonlinear 
terms. The Fourier integrals method 
may be used to obtain analytic 
solution of LECI considered as a 
Cauchy problem with (4). From the 
other hand for erf<J> close to one 
the analytic solution (7) 
transforms to solution of the same 
heat diffusion equation with (4) 
for 9 and (8) transforms to the 
weighting function for Hermite 

polynomials. These two factors 
promted us to test the spectral 
method developed in this study for 
numerical integrating LECI 
considered as a Cauchy problem with 
(4) and for the range (-mix.im). 

3. TEST PROBLEM SOLUTION 

Application of the Fourier 
integrals method (COURANT,HILBERT, 
1951) to LECI gives 

00 

f1= 1 J 01k 2 exp(-€k2 Jdk 
0 

00 

P= 1 JJ J Q.,.ke}:p (-€k 2
) dk 

0 

, C 10 > 

, ( 11) 

where i1<u,v,w,8) 
dimensional vector; 

is four 

7i 
Q 1 = ( J) I '1f J ( x / R) J Shµ Sin t J 1 ( E) * 

0 

*Sin W Cos U) d c..U ; 02= (yh:) 01; 

/I 

Q3= ( }) I t ) f Shµ Cos f Jo ( E J * 
0 

*Sin 2 Wd U) 

-II 
·n .... = l Chµ Cosf Jo (E) SinW d uJ • 

o_ 
JI 

Q.,.= f Chµ Sin f Jo ( E J Sin U} Cos(J/ d W ; 
0 

µ=( tSin uJ; 

f =kzCosU); E=kRSinu}; 

Jo and J1 are the Bessel functions 
of the first kind. Using the 
spectral method for integrating 
LECI with the same (4),we take 

• (12) 

Substituting the expansions (6) 
with (12) in LECI and using known 
recurrence formulas for Hermite 
polynomials we obtain 
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* (m+2) (0._) i. m ... 2 • ..,+3 (n+l) (n+2) * 

, C 13) 

4.3 Preliminary numerical 
computations by spectral method are 
performed for LECI to investigate 
convective instability of the 
atmosphere and transition to 
turbulent convection in terms of 
thermal convection parameters. 

4.4 Preliminary numerical 
computations by spectral method are 
performed as well for TCE (1)-(3) 
including nonlinear inertial terms. 
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In (14)-(16) the Fourier components 
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equations (13)-(17) is to assign an 
initial set of Fourier components 
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conditions (4) and to allow the 
system to evolve with time. 

4. CONCLUDING REMARKS 

4.1 The spectral method is 
developed for numerical integrating 
TCE and for direct numerical 
simulation of thermal convection 
and convective turbulence. 

4.2 A comparison between numerical 
computations for LECI obtained by 
the spectral method and by the 
Fourier integrals method as well 
shows even for I,J,K=3 a good 
agreement for 8 and u •. 
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A DIAGNOSTIC STUDY OF VERTICAL FLUXES IN 
CUMULUS CLOUDS USING MODEL OUTPUT DATA 

M.J. Weissbluth and W.R. Cotton 
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1 Introduction 

Given that a numerical simulation of an event is 'correct', the 
model data provides an extensive data base from which analysis 
may be done. This data base is essentially perfect in that there 
is complete spatial and temporal coverage over the domain. If 
the simulation is performed within the framework of a cloud 
model, that is the grid size is small enough to explicitly resolve 
the convection, then one of the possible uses of these data is 
to study the nature of convection and its interaction with the 
environment. 

A natural extension of the above study is its application to 
the cumulus parameterization problem. By averaging over ap­
prorpriate portions of the domain and separating variables into 
mean and peturbation parts, the averaged correlations would 
precisely represent the quantity which should be parameterized 
using a courser grid. Since the spatial extent of the averaging 
operator can be conveniently altered, the correlations could be 
calculated to represent the sub-grid scale effects on various grid 
sizes. Furthermore, various mean quantities could be related to 
the correlations to understand the scale relationships and feed­
backs between convection and its forcing. 

2 Data base 

The numerically simulated data base includes a mid-lattitude su­
percell, Florida sea-breeze convection and a tropicall squall line. 
All simulations w.;re performed using the Colorado State Uni­
versity Regional Atmospheric Modeling System ( CSU RAMS) 
which employed the non-hydrostat!c, fully compressible, equa­
tions with parameterized microphysics ('Tripoli and Cotton, 
1982). The supercell was observed on 2 August 1982 during the 
CCOPE experiments (Miller et. al., 1988) and was simulated 
using a 40 km x 40 km x 21 km domain with a grid resolution 
of 750 m in all directions. The Florida sea-breeze convection 
was simulated by using a composite sounding ('Tripoli and Cot­
ton, 1980 over the Florida penninsula. The domain was 120 km 
x 20 km x 20 km, with a grid resolution of 750 m in all di­
rections and used cyclic boundary conditions in the meridional 
direction. The simulation was therefore three-dimensional con­
cerning the cloud-scale and quasi-three-dimensional concerning 
the mesoscale. In order to simulate convection and its interac­
~ion with the environment as accurately as possible, a dynamic 
initialization with a moist bubble was not used. Rather, the 
simulation began at 10:00 EST and allowed the sea-breeze to 
develop realistically through radiational forcing over the penin­
sula. Convection first developed along both the east and west 

sea-breeze fronts as they propagated on-shore as shown in Fig. 
2b. Figs. 2c and 2d show the subsequent deep ~onvec~ion as the 
sea-breeze fronts converge. The tropical squall lme (Nicholls and 
Weissbluth, 1988) was simulated over the ocean. 

Figure 2b. Representation of the cloud field for the Florida sea-breeze 
convection at 7800 sec. Contours of liquid water greater than 0.01 
g/kg are shown. 

Figure 2c. As in Fig. 2b except at 11400 sec. 

Figure 2d. As in Fig. 2b except at 14400 sec. 

3 Results and discussion 

The time evolution of the vertical velocity variance (w'w') is 
especially interesting since it is a measure of the strength of con­
vection. Furthermore, this variance exhibits striking similarities 
when analyzed for the aforementioned cases which may indicate 
that all convection is fundamentally similar. Figs. la, 2a and 3a 
show the w'w'averaged over the model grids for the CCOPE su­
percell, the Florida sea breeze convection and the tropical squall 
line, respectively. Fig. la exhibits the steadiest system since 
w'w'is nearly constant after an hour. The w'w'field pulses in the 
upper troposphere with a period of about 20 min. This pulsing 
is also apparent in the other w'w'fields, but as of yet it is difficult 
to say whether or not it is important. 
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EFFICIENCY OF DEEP CONVECTIVE CLOUDS RELATED WITH SOME PARAMETERS OF OCCURENCE OVER 
THE ARGENTINE TERRITORY 

Marfa Elena Saluzzi 
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Argentina 

1 • INTRODUCTION 
On account of the diverse geographic situations 
and the· latitudinal extension, the comparative 
study of the high convective clouds is possible 
in Argentina. 
However, this studies result a function of 
available resources and means, that could 
be applied for make them. 
A relatively significative number of thunder­
storms that ocurred in diverse zones, had 
been collected and well studied. 
The occurrence region of convective storms 
in the country, is between the northen extreme 
(Tropic of Capricorn latitud) to the bounding 
zone of 40°s and from lee of the Andes to 
the humid Pampa next to Atlantic Ocean and 
the biggest rivers in the litoral. 
The studies thunderstorms comprise diverses 
stages inner this big region (more or less 
2.000.000 km 2

) some located in orographic 
zones (lee of the Andes and the Cordoba's 
sierrs) but not to the north of 28°N paralel. 
For this reason the convective actitity in 
the extreme north zone is not illustrated, 
(there are not adecuated observation means). 

2. THE CONSIDERED THUNDERSTORMS AND THEIR 
OCCURRENCE REGIONS. 
Ten thunderstorms ocurred in the Mendoza's 
north region, direct to lee of the Andes, 
with good k~edge of solid and liquid precipi­
tation, plus one Cordoba's thunderstorm with 
hail that corresponds to thunderstorms with 
orographic influence, are studied. Also in 
this category can be considered the Neuquen' s 
hailstorm, although this zone is more distance 
of Andes which in this latitude are not so 
much hi@'l. 
This gathering put on relevance the importance 
that the geographies characteristics of 
occurrence region have for the thunderstorms. 
In fact, all the mentioned storms are hail­
storms that occur lee of mountains. 
The other studied storms are storms of flat­
ness; they occur over the semiarid pampa (La 
Pampa province) or over the humid pampa (Buenos 
Aires province and city). 
These thunderstorms are of predominant liquid 
precipitation. Although the Buenos Aires thun­
derstorms give hail when they cross the sie­
ras in the middle of the provincee, this thun­
derstorm was of liquid precipitation over 
all the province. 
In general, the convective clouds are of short 
life and tracks. The common track is of the 
order of 50km since its detection, until th~ 
thunderstorm reaches its maturity, precipitates 
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Fig. 1: Occurrence regions of the thunderstorms 

and decays. 
The thunderstorms, if persist, can gen~rate 
new active clouds. This is notable and persis~ 
tent in the thunderstorms of Bahia Blanca­
Ezeiza that go over plus 500 km, in the Bs. 
As. province. The clouds are in continous 
renovation and go to the sea as the same time 
as they grow. 
The total group of thunderstorms comprise 
many years (1985 to1986) and, with one excep­
tion they are all summer thunderstorms. The 
exception is the May's thunderstorms that 
gave liquid precipitation until Bs. As. city. 

3, THE HAILSTORMS 
3,1 The Mendoza's thunderstorms 
This are a group of ten thunderstorms between 
the years 76 to 78, all hailstorms with dif­
ferent intensity of precipitation. 
The behaviour of the analized convective cloud 
and different parameters, procuring charac­
terize each big storm, is abriged in Table 
Number I. 
This analysis is carried out comparing the 
data obtained from surface observation and 
the soundings corresponding with the thunder­
storms hour and the data of solid and liquid 
precipitation. 
The solid precipitation data proceed from 
hail-pad network installed over the region 
and the liquid precipitation data from pluvio-



TABLE I 

Date TJ°C) t.T (500-300)mb 
t.H °C/mgb 

11-30-76 14.9 -0.72 
12-14-77 13.6 -0.71 
02-25-78 12.7 -0.70 
01-18-77 11.5 -0.68 
02-10-78 12.0 -0.81 
12-06-76 11.3 -0.69 
12-22-76 11.5 -0.74 
01-23=78 i 7.9 -0.60 
01-21-78 

I 

6.9 -0.58 
12-30-77 i 6.8 -0.67 

metric stations of S.M.N.(National Meteorologi 
cal Service). 
The order is function of maximum diameter 
of hail and the results are in good correlation 

-with the temperature of cloud base. 

I t 
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Fig. 2: Line of regretion for Mendoza's hail­
storm 

The correlation coefficient between these 
two parameters, r 2 =O. 78 says that, in spite 
of the· little sample, there is a good correspon 
dence. The relation is the biggest diameter 
tense, highest temperature of cloud base. 
This must have a climatological limit, for 
the maximum and the minimum of the parameters. 
The others showed parameters and also another 
investigated have no significative correlation 
and suggested that are grouped from thresholds 
values that all exceed, in the sample (Fig.2). 

Energy Precipitation 
J/kg . (mm) D max (cm) 

2257 23,7 0.35 E01 
2598 34.8 0.32 E01 
2714 33,4 0.29 E01 

630 14. 1 0.27 E01 
2146 0.0 0.20 E01 
1795 35.5 0.20 E01 
1535 32.7 0.16 E01 
485 0.0 0.16 E01 

1424 3,4 0.14 E01 
---- ---- --------

3.2 CORDOBA AND NEUQUEN 1 S HAILSTORMS 
.The other hailstorms were in Neuquen and Cordo­
ba provinces. Their parameters are shown in 
Table II. 
If we apply the line of regretion that resulted 
for the Mendoza I s hailstorms, we can say "a 
priori", the hail diameter. This can be done 
when we know the cloud base temperature (calcu­
lated by the cloud model). If for this tlomn­
derstorms the correlation would be valid also. 
Result for C6rdo1:::a. D=3,46 = 3,5 cm 
and for Neuquen D=1.9 =2 cm 
In the recolected sample the diameters were 4,2 and 3,8 
cm in each one. A discrete discreµmcy in both thunder­
storms that don't invalide the supposition nade is ob­
served. 

4. THE THUNDERSIDRMS OF LIQUID PIOCIPITATION 
The liquid precipitation thunderstorms were produced 
over Ia Pamps. province ( semiarid P3JilP:l.) and over Bs. 
AS. province ( in this thunderstorm was also registered 
some bail). 

4.1 LA Pamps. 1 s thunderstorms 
The Ia Pamps. 1 s thunderstorms are grouped in Table III. 
Here the order is provided for the intensity of the liquid 
precipitation and is noted that the 1:::a.se cloud temperature 
(calculated for the model) is also decreasing. This anti­
cip:i.tes very strong correlation. In fact it was r 2 =-0.CJ3 
even though the considered thunderstorms are only four. 
The line of regretion allows to anticip:i.te that the 
threshold 0f 1:::a.se cloud temperature for rain is 5, 1 °C 
for the region under consideration. 

TABIB III. HAII.SIDRM OF CORDOBA AND NEIJQUEN 

- -
Date and T surf T BC Level of BC l:i and T T/ H Precipitation 
Place oc oc (mgp) sub-cloud oc mgp . (mm) D max (cm) 

% oc 500-300mb 

Cordoba 21 .6 14.2 2300 80 18.3 -0.73 6115 4.2 
11-07-81 
Neuquen 19.6 10.4 3490 42 18.0 -0.81 15.2 2.8 
02-15-87 

! 
-· ·-----
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I TABLE III. LA PAMPA f s THUNDERSTORM I 
Date and T (°C) '6T 500 to JOO mb Level CB Hand T (%oC) Precipitation 
Place CR llH °C/mgp (mgp) sub-cloud 1 layer • mm 

02-26-76 1J.6 -0.67 1370 72 19.6 78.J 
02-23-75 13.J -0.69 1650 100 1J.8 75.0 
02-01-76 9.1 -0.74 2430 52 18. 1 42.0 
11-27-75 7 .1 -0.70 1750 70 15 .J 15.2 

I BUENOS AIRES' THUNDERSTORM I 
Ezeiza 7,7 -0.77 
11-26-86 0.5 -0.70 

4.2 THE BIGGEST THUNDERSTORMS OF PROVINCE 
OF BUENOS AIRES 
Some differents features distinguish this 
thunderstorms from other thunderstorms ana­
lyzed • In first attention its macro­
behaviour: ,it is a complex thunderstorm that 
thranslates from SO to NE, running over the 
Bs. As. province, from B.Blanca, plus 500 
km. It doesn't show any convective cloud 
only some that mature, go to the adjacent 
ocean and simultaneously generate new clouds 
in the left side of the old cloud, in direc­
tion of advance. 

26-NOV-86 

ig.J: The thunderstorms over Bs.As. province 

One of these big clouds gave hail when it 
crossed over La Ventana and Tandilia' s sier­
ras. The satellite photo anticipates the 
solid precipitation possibility. However 
it was a liquid precipitation thunderstorm, 
over all the way, and reached the city of 
Bs. As. and surrounds from the south of the 
province.One unusual characteristics is the 
calid and dry winds, in the surounding air 
that persevere, with strong north component, 
in B.Blanca and Ezeiza, from 940mb until 
700mb, from two previous days. This stream 
only is destroyed the J/26 in the 24 U.T.C. 
Bs .As. sounding, when the thunderstorms have 
declined.This destruction is a result of 
the strong convection in the zone, since 
the mentioned conditions persevere in the 
B.Blanca's sounding until the day 11/27. 
The characteristics of this thunderstorm 
in the analysis of B.Blanca and Bs.As' sounds, 
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2220 62 21.7 16.J 
2670 32 10.7 O.J 

can be seen in Table III. The correlation 
anticipates a precipitation of 24mm for 
thunderstorms of liquid precipitation if 
the Tcb is 7,7°C, in the flatness. Values 
from 37.7mm (Dolores maximum) to 16.Jmm 
(Ezeiza) are registered along the travel 
of the thunderstorm, as it was anticipated. 

5. DISCUSSION AND COUNCLUSIONS 
Seventeen convective thunderstorms that 
occur in di verse zones in the country have 
been investigated and some particularities 
of them entailed with its efficuiency to 
produce liquid or solid precipitation. 
Without exception, it is possible to detect 
(in the samples) that: 1)All the thunder­
storms examined have evolutioned until they 
gave solid precipitation when they were 
in situation of lee of the mountain. 2) 
The base cloud temperature calculated ap­
plying the undimentional cloud model with 
detailed microphysics is in ·:.highest corre­
lation with the maximum diameter of hail 
and with the amount of liquid precipitation 
measured in the pluviometrics network. J)This 
correlation makes evident that the water 
quantity that ingresses in the cloud from 
its base, according to the updraft, is in 
direct entail with the intensity of precipita 
tionthat the convective cloud gets. So that 
there is a physic reason for the correlations 
found. 
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1. Introduction 

An unique frontal zone is formed in East 
Asia including Japan, China and Taiwan in the 
season from late spring to early summer 
accompanying active convection. It is called 
the Baiu front. The frontal zone is located 
at the periphery of the subtropical 
anticyclone over the Pacific and many 
mesoscale cloud systems develop CNinomiya and 
Akiyama, 1972). 

A field experiment was made from 20 May 
to 15 July 1987 in the region around Okinawa 
Islands, which are located in the southwestern 
portion of Japan. Objectives of the 
experiment are, Cl) to know how convections 
are organized on mesoscale in the maritime 
subtropical region correlated or not 
correlated to the Baiu front, (2) to study 
kinematical and dynamical structure of these 
mesoscale cloud systems, and (3) to compare 
the structure with that of midlatitude and 
tropical mesoscale systems which haye been 
well documented (Ogura and Liou, 1980 ; Houze 
and Bette, 1981). 

The experimental area is shown in Fig.I. 
The MRI 3cm Doppler radar was sited near Naha 
City at the southern end of Okinawa Island. 
The experimental area comprises four 
conventional 5cm radars sites and four routine 
upper sounding stations. Hourly observations 
of the GMS-III satellite were made through the 
experimental period. 

This paper describes the classification 
of mesoscale cloud systems developed in the 
experimental area, and shows kinematical 
structure of a squall cluster-type cloud 
system using mainly Doppler radar data. 
Akaeda et al. (1988) presents the evolution of 
another mesoscale cloud system observed in the 
experiment. 

2. Synoptic situations 

The experimental area was located at the 
southwestern periphery of the subtropical 
anticyclone at middle and lower troposphere in 
this season as shown in Fig.I. This 
southeasterly was merged with the 
southwesterly flow emanating from the south of 
Tibetan Plateau and a large-scale confluence 
was formed at the the Baiu frontal zone 
(Murakami, 1959). The satellite data shows an 
active convective zone corresponding to the 
Baiu-front aligned from northeast to southwest 
in the experimental area and another high 
convective activity zone of ITCZ extending 
from the equator to near Philippine. 

N 
40 

3. Classification of cloud systems 

Cloud systems developed in the 
experimental area are classified into three 
categories on the basis of satellite and radar 
observations as follows: 

Type 1: Frontal cloud systems. These occurred 
at the Baiu frontal zone, and had largest 
horizontal extent in the cloud systems 
observed in the experiment. The satellite 
data showed that a broad high level cloud 
zone oriented parallel to the surface front, 
and the radar data indicates that smaller 
scale precipitation bands were embedded in 
the zone aligned parallel to the 700-900 mb 
winds. 

Type 2: Warm sector cloud systems. These cloud 
systems developed in warm sector just ahead 
of the Baiu front with relatively small 
horizontal scale (20 to 200 km). 

Type 3: Cloud clusters. They occurred remote 
from the Baiu front under the situation of 
small baroclinicity in the subtropical 
anticyclone. These systems had horizontal 
dimension of 150 to 400 km and lifetimes of 
half day to two days. They were subdivided 
into two types as cloud clusters 
observed in the Atlantic tropics during GATE 
did <Leary and Houze, 1979). Type 3a 
systems were squall clusters in which 
convective radar echo cells were organized 
to an elongated line. Type 3b systems were 
nonsquall cluster. Intense convective 
echoes in nonsquall clusters were not so 
tightly organized as squall clusters. Both 
type 3a and type 3b clusters generally 
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Fig.I Monthly mean geopoteAtlal heights and wind vectors at 850 
mb for June 1987. The areas with monthly mean equivalent black­
body temperature less than -25°C are shaded (published from JMA, 
1987). A solid rectangle indicates the experimental area. 
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advanced toward the upwind side of the 
surface wind. 

4. Time change of stratification 

Figure 2 shows time-height sections over 
Naha City for the experimental period. 
Passages of cloud systems are noted at the top 
of the figure. 

The passage of type 1 systems were 
characterized by large decreases of equivalent 
potential temperature (0e) and abrupt changes 
of wind direction from southerly to northerly 
near the surface. Temperature changes were, 
however, relatively small (less than 3° C). 
These indicates that the Baiu front is 
identified by the zone with large horizontal 
moisture gradient at lower troposphere rather 
than temperature gradient as pointed out by 
Matsumoto et al. (1970). While type 3 
systems passed, easterly wind prevailed below 
the 800 mb level. The easterly wind appeared 
corresponding to the subtropical anticyclone 
over the Pacific. Changes of ee at the lowest 
level were not so large as those of type 1 
systems. It means that alternation of air 
masses did not occur at the passages of the 
cloud clusters. 

After the passages of the cloud clusters 
on 21, 25 May and 4, 5 June, dry layers less 
than 60 % of relative humidity were seen at 
near the 800 mb level (not shown) accompanying 
warming of about 1° C. These dry layers 
probably resulted from the mesoscale 
downdrafts beneath the anvil clouds which were 
discussed by Zipser (1977) and Houze (1977) 
concerning tropical squall clusters. 

A cold anomaly of 5° C and pronounced 
backing of winds were seen at the middle and 
upper troposphere on 5 and 6 June. This 
anomaly was formed by advection of cold air 
with positive vorticity from higher latitudes. 
The evolution of the cloud clusters occurred 
on these days might be effected by the cold 
vortex. 

Temperature deviations of about -4° C 
near the tropopause are seen associated with 
the clusters on 25 May and 4, 5 June. These 
cold anomalies resemble those observed at the 
top of the tropical clusters developed near 
Borneo (Johnson and Kriete, 1982). They 
discussed the cause of the cooling and 
proposed three possibilities, overshooting of 
cumulonimbus, forced mesoscale ascent in anvil 
region, and radiative cooling. 

5. Squall cluster of 20 May 1987 

On this 
disturbance in 
three cloud 

day there was no 
the experimental 

clusters of type 

large-scale 
area, and 

3 were 
developed. One of them was a squall cluster. 

Figure 3 illustrates a composite map of 
the radars and the satellite data at 2100 GMT 
21 May. A distinct convective band aligned 
from northeast to southwest with the length of 
400 km. The iota~ area of radar echoes 
reached 5 x 10 km . Cirrus shield higher 
than 11.5 km covered all the precipitating 
area and extended ahead of the cluster 
(southeastward). Individual echo cells 
consisting of the convective band moved 
northeastward parallel to the winds at 800 to 
700 mb levels, but successive formation of new 
cells at the southeastern side of old cells 
made the cluster move southeastward at the 
speed of 6.0 m/s. 

Figure 4 shows vertical cross sections 
along the propagating direction of the cluster 
(120°). Horizontal and vertical components of 
airflow were calculated from obtained Doppler 
velocity and the continuity equation assuming 
two dimensionality of the cluster. 

From the reflectivity pattern (Fig.4 
a), this cluster was divided into four 
regions as follows: 

1. forward stratiform region: This was weak 
reflectivity area less than nearly 20 dBZ 
consisting of the front part of the cluster. 

Fig.2 Time-height section of upper air sounding over Naha City from 20 May to 11 June 1987. Winds 
{full barb indcates 10 m/s), equivalent potential temperarture {solid lines), and temperature 
deviations from the mean during the experimental period (contours of -4~ -2~ +2° and +4°are shown by 
dashed lines). Notations, 1, 2, 3a and 3b, at the top indicate times of the passage of cloud 
systems of type 1, type 2, type 3a, and type 3b, respectively. 
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Vertical velocity in this region was less 
than 3 m/s except for the boundary between 
this region and the following convective 
region at X = -40km. At the boundary an 
intense convective-scale downdraft occurred. 

·.122 124 6 128 130E 

2. Convective region: This region consisted 
of a deep convective cell at X = -32 km and 
a newly formed cell at X = -37 km, Z = 5 
km. Three convective-scale updrafts formed 
a rearward- tilting updraft zone. The new 
cell had maximum intensity of updraft (15 
m/s at 7 km). Behind the updraft zone, a 
convective-scale downdraft was seen. The 
lowest level at the maximum reflectivity 
region at X = -32 km was prevailed by a weak 
downdraft zone. 

261 _ ··. 

.~\-
! Taip.el · · I 
I / 1 <P.. I_ 

2~]H/ ,-....;..: 1----=.~:;.,..2•: ~~__i_:__!__~~~___:.. .. -----:-i· 1. 

II J · . __ , -"";'· ·--f 0 3. Transition zone: This name was given by 
Smull and Houze (1985) in their analysis of 
a midlatitude squall line. This was minimum 
reflectivity zone between the convective 
region and the following stratiform region. 
A convective-scale downdraft was seen at the 
center of the region. A weak downdraft 
zone less than 2 m/s was found below the 4 
km level. 

4. Stratiform region: This region was 
characterized by a bright band at the 4 km 
level and by a relatively high reflectivity 
zone above the bright band. A convective­
scale updraft existed at the boundary 
between the transition zone and this 
stratiform region. A mesoscale downdraft 
less than 1 m/s was dominant below 8 km. 

Air flow relative to the cluster is shown 
in Fig.4c. The convective updraft at the 
convective region and the mesoscale downdraft 
in the stratiform region are well depicted. 
This cluster had several unique features, and 
also had characteristics in common with squall 
clusters which have been observed in the 
tropics and the midlatitudes. 
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Fig.3 Composite map of radar echoes at 2100 GMT on 20 May 1987. 
Contours indicate the weakest detectable echoes and 33 dBZ. 
Dashed lines are contours for -51°C 01.5 km in height) of 
black-body temperature observed by GMS-III. Stream lines arc 
deduced from surface station data. 
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ON THE MERGER OF TWO SMALL CONVECTIVE RADAR ECHOES 

Bernice Ackerman and Patrick C. Kennedy 

Climate and Meteorology Section 
Illinois State Water Survey 

Champaign, IL 61820 

1. INTRODUCTION 

The union of two small convective clouds of 
nearly the same size and age is described, 
with focus on the Doppler velocity fields in 
the vicinity of the echo bridge between the 
two. In another paper in these proceedings, 
Kennedy (1988) discusses the merging of a 
small cloud with a pre-existing rainstorm. 
The data base, analysis techniques and 
environmental conditions are basically the 
same for the two events and the reader is 
referred to the Kennedy paper for information 
concerning these aspects of the study dis­
cussed here. 

The two clouds (identified hereafter as K and 
L) were first detected as small echoes in the 
layer from 3 to 4 km. The echoes expanded 
rapidly and within a few minutes of first 
appearance were about 6 km in diameter and 
extended upward to 8-9 km, although reflec­
tivities remained modest (maxima less than 30 
dbz). The two clouds evolved similarly, first 
with a single reflectivity core, then expand­
ing with the development of a second core on 
the upwind (west) side. This resulted in 
elongation of the echoes along the wind and 
the system took on the appearance of a WSW-ENE 
line. The distance between the clouds (edge 
to edge as defined by the 15 dbz contour) was 
initially about 6 km but decreased as the 
clouds expanded horizontally. The gap was 
first bridged by a narrow echo at 4 km at 1539 
CDT, roughly 12 minutes after the clouds first 
attained threshold reflectivities. 

2. VELOCITY FIELDS AND CLOUD EVOLUTION 

The cloud wind fields as the echo bridge was 
forming are shown for 3 or 4 levels in Figs. 1 
and 2. They are based on Doppler measurements 
from the CP3 and CHILL radars (see Figure 1 in 
Kennedy's paper). The point wind vectors are 
perturbation winds, i.e., deviations from the 
average of all point winds in the two clouds 
at the specified level. The CHILL scan did 
not cover the entirety of Cloud L; conse­
quently velocities could not be calculated for 
the western portion. 

At 1539, the easterly wind components were 
stronger on the downwind sides of the clouds 
than on the upwind edges at both 3 and 4 km 
(Fig. 1). Thus movement of cloud particles 
from cloud L into the gap between the pair, 
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Figure 1. Perturbation winds and reflectivi­
ties at 153 9 CDT. Reflectivity contours are 
at 5 dbz intervals, starting at 15 dbz. The 
scales along the x and y axes give distances 
east and north, resp., from the CP3 radar. 
Shaded area in Cloud K indicate updrafts 
referred to in text. 



without matching receding particle motion on 
the west side of K, served to close the dis­
tance between the two clouds and probably also 
to play a role in forming the initial echo 
bridge. Moreover the velocity patterns indi­
cate outflow from the updraft in the 
northwestern portion of K at 4 and 5 km, which 
also could have brought developed cloud parti­
cles into the gap. 

By 1542 (Fig. 2) the echo bridge had reached 
reflectivities of 15 to 20 dbz and extended 
from 2 km to 5 km. Also K had expanded in the 
northwest, in the relative location where 
northwest particle motion is seen in the velo­
city field 3 minutes earlier. Particle motion 
to the east was still larger along L's eastern 
edge than that along K's western border, but 
only slightly and this primarily in the south­
ern half of the "gap" region. However in the 
north, there was westward particle motion from 
K into the bridge, particularly at 4 and 5 km. 
In addition, a small updraft developed at 3 km 
in the northwest end of K. This became an 
extension of the pre-existing updraft at 
higher altitudes and at 4 and 5 km extended 
into the northern part of the low reflectivity 
bridge. 

The differential in particle motions in the 
eastern and western sections of Cloud L and 
the expansion of Cloud K to the northwest, 
which included the development of a new cell, 
are perceived as being important factors in 
the further strengthening of the echo bond 
between the two clouds. By 1545 the two 
clouds were joined by the· 20 dbz contour at 
levels from 2 to 5 km. The differential 
motion in the two cells of Cloud L had caused 
an elongation of the echo in the east-west 
direction (Fig. 3). At the same time the 
development on the northwest (upshear) edge of 
Cloud K had generated a new reflectivity core 
at 4 km which extended back into the bridging 
region. Within the next 10 minutes the 
eastern portion of Cloud L was no longer 
definable in the reflectivity pattern and the 
merger between the two clouds became complete 
in the sense that they no longer were identif­
iable as separate entities. What remained was 
a narrow cloud line about 30 km long which was 
composed of several reflectivity cores. 

3. DISCUSSION 

The early stages in the union of these two 
small clouds appears to have been due to two 
factors. The initial bridge was probably a 
consequence of differential particle motions 
in the upwind and downwind sections of the two 
clouds. This amounts to transport of parti­
cles into the gap. The eastern edge of Cloud 
L was essentially inert, although the possi­
bility of a very weak downdraft cannot be 
ruled out. We also speculate that it may have 
contained fairly large water particles. 
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Figure 2. As in Figure 1 but for 1542 CDT. 
The closed contour in the bridge at 4 km indi­
cates reflectivities between 12 and 15 dbz. 
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The development of an updraft and new cell at 
mid-levels in the western portion of Cloud K, 
extending into the area of the initial bridge 
appears to have been the vehicle for 
strengthening the bridge and ultimately for 
the more complete merger of the two cloud 
masses. A similar mechanism was proposed by 
Kennedy O 988) and Westcott and Kennedy (1988) 
for the merging of a small cloud with a large 
rainstorm. While in the latter event, low­
level outflow and convergence also played a 
role in initiating and/or enhancing updrafts 
in the vicinity of the gap, this does not 
appear to have been a factor in the event dis­
cussed in this paper. The clouds were very 
small and no measurable rain was detected in 
the dense network in the area until 1555 CDT, 
when, the process of consolidation of the two 
clouds was nearly complete. 
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Multiple Doppler Radar Observations of Airflow 
Fields During Convective Echo Mergers 

Patrick C. Kennedy 

Illinois State Water Survey 
Champaign, Illinois 61820 USA 

1. Introduction 

It has been recognized that mergers 
among convective radar echoes can result in 
significant increases in precipitation 
amounts and areal extent (Tao and Simpson 
1984). In general, mergers may involve 
mechanisms that range from consolidation of 
updrafts to unions of inactive detrained 
cloud material (Westcott, 1984). Some 
specific merger processes involving pertur­
bation pressure effects (Orville et al., 
1980), and outflow interactions (Tao and 
Simpson, 1984) have been identified in 
numerical simulations. Radar observations 
of echo mergers have been made during inves­
tigations of the organization of multicell 
thunderstorms (Foote and Frank, 1983). The 
objective of this paper to expand the under­
standing of convective echo merger mechan­
isms by focusing on the three dimensional 
airflow fields that accompanied a particular 
merger case in a multicell storm. 

2. Data and Analysis Procedures. 

The data were collected during project 
NIMROD (Fujita, 1979). Coordinated volume 
scans were made every three '\llinutes by the 
Doppler radars shown in Fig. 1. Special 
soundings were made from the Yorkville (YKV) 
radar site. 

The data analysis was done at the Water 
Survey using the CAPRICORN software package 
developed at the University of Chicago 
(Peterson, i 984). Details of the data 
reduction process are contained in Westcott 
and Kennedy ( 1988). Due to inconsistencies 
in radar coverage near the storm top, verti­
cal air velocities were based on upward 
integration of the anelastic mass continuity 
equation from a lower boundary condition of 
w O. Incomplete radar sampling of 
divergence maxima near the surface resulted 
in an underestimate of downdraft strength in 
these analyses. Furthermore, the upward 
integration in a column of grid points could 
not start until the base of the echo reached 
the 250 m level. This delayed the observa­
tion of the organized vertical velocity pat­
terns that define convective cells. As 
these organized velocity patterns were even­
tually noted near the maxima in the reflec­
tivity field, the detection of reflectivity 
cores has been used here to infer the 
existence convective cells, 

3. Storm Environmental Conditions 

The storm of interest was one of 
several that occurred between 1700 and 1830 
CDT on 7 June 1 97 8 some 50 km ahead of a 
cold fron~

1
that passed northeastern Illinois 

at 10 m s • The YKV 17 45 sounding showed 
moderate conditional instability (Fig. 2). 
The wind shear vector was oriented towards 
the southeast in the lowest 5 km of thjJ _

1 sounding with a magnitude of 1. 7 x 10 s 
between the surface and 7 km. 

The evolution of the first two cells in 
this storm (A and B) was analyized by Peter­
son (1984). In his analysis as well as the 
present one, the mean echo_i5ystem motion was 
from 252 degrees at 12 ms • New cell for­
mation occurred periodically near the rear 
flank of the storm. The present velocity 
analyses center around the development of 
cell D which took place between pre-existing 
cells C and B. 

"'All u! ~ .. O .. l1U•~ 

70 40 
.6. NCAA 5cm R...i.,, 

A CHILL lOc"' A...i~, 
• NCAA PAM s, .. t,un 
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4. Storm Relative Velocity Patterns 

The formation of cell D was preceded by 
the onse.Ei_ at 1754 (Fig. 3a) of a downdraft 
(1-2 ms ) at heights below the 55 dBZ con­
tour of cell B (x=l2.S). In response to 
outflow from this downdraft, 250 m conver­
gence (not shown) was enhanced between cells 
B and C (x=8). A weak echo "bridge" 
developed at a height of 3 km above this 
convergence area. 
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Fig. 3: Storm relative airflow in vertical 
planes, (a) 1754, (b) 1800. Starting con­
tour 15 dBZ; interval of 5 dBZ. 

At 1754 the 4 km horizontal airflow 
patterns (Fig. 4a) contained counter rotat­
ing vorticies that flanked the cell B 
updraft. The flow field in cell C at 4 km 
was independent of that in cell B and 
reflected the environmental flow overtaking 
the echo at this level. The most apparent 
feature at 6 km (Fig. 4b) was the diffluent 
flow associated with the cell B updraft 
(x=25,y=25). 

At 1 &JO the merger between cell C and B 
had occurred through the rapid development 
of cell D (Fig. 3b), At this time cell D 
alread~1contained a maximum updraft of some 
10 m s • By 1003 cell D had altered the 
horizontal flow patterns, At 4 km (Fig. Sa) 
flow from the united updraft areas of cells 
B and D towards cell C had developed 
(x=27,y=25). The reflectivity bridge join­
ing cells C and D had strengthened appreci­
ably between 17 54 and 1803. At 6 km radi­
ally diffluent velocities were present cen­
tered on the upshear side of the reflec­
tivity cores (Fig. Sb). Flow from cell D 
towards the southern part of cell C was 
observed at 6 km (x=27,y=25) as well as at 4 
km. 
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5. Discussion and Conclusions. 

Strengthening of the intercell flow and 
the reflectivity bond at 4 and 6 km between 
cells C and D was observed as the updraft of 
cell D became more vigorous. 



An estimate of the relative vigor of the 
cells was made based on updraft mass flux 
through the 4 km level (Fig. 6). Only vert­
ical velocity _:'flues that equaled or 
exceeded 7.5 ms were used in the calcula­
tion. 

1745 48 51 54 57 1800 03 06 09 12 15 
TIME, CDT 

Fig. 6: Updraft mass flux curves (see text). 

At 1803 the demise of cell B was evi­
dent; cell D's rapid intensification caused 
its updraft mass flux to exceed that of cell 
C at this time. It was during this peak 
that the intercell flow from cell D towards 
cell C was most pronounced at 4 and 6 km. 
Later horizontal velocity analyses (not 
shown) indicate that this intercell flow 
direction reversed by 1812 as cel 1 C became 
more vigorous and its updraft mass flux 
began to approach that of cell D. 

Based on mass conservation, radial out­
flow may be expected at heights above the 
maximum updraft level. An estimate of the 
magnitude of the outflow component (Vr) from 
the incompressible mass continuity equation 
in cylindrical coordinates is given by: 

Vr = - (r2/2R) (dw/dz) (1) 

where r is the updraft radius, R is the 
radial distance from the updraft boundary at 
which the calculation is made, and dw/ dz is 
the updraft speed change with height. 
Representative values for these quantities 
in this case a~I: r:\. 5 km, R=l km, and 
dw/ dz = -2 m s km • Their substitution 
into (1) shows that ~ 1storm relative outflow 
component of 2.3 m s could be expected 
above the maximum updraft level (4 to 5 km) 
adjacent to the updraft boundaries. The 
magnitude of the environmental flow (Fig. 2) 
P~f t the moving storm was less than 2 - 3 m 
s below 7 km. This wind shear profile 
permitted the existence of the several m s-1 

outflow component aloft that was observed. 

It is possible that this elevated 
radial outflow may have promoted the 
observed echo development between cells C 
and D. Strengthening of this echo bridge 
may have resulted from the transport of 
radar detectable particles from active 
updrafts by the outflow aloft. In addition, 
smaller particles transported by the outflow 
may have enhanced echo development by a 
"seeding" mechanism similar to that reported 
by Simpson (1980) where particles grown in 
an established cell were visually observed 
to fall into an adjacent developing cloud. 
The intercell environment may also have been 
made more conducive to echo development by 
moistening and cooling due to evaporation of 
radially transported particles. The rela­
tively low wind shear magnitude present in 
this case permitted the extension of these 
radial outflow effects into the intercell 
area. The resultant environmental modifica­
tions aloft may have acted in concert with 
increased low level convergence to promote 
the observed echo merger via new cell 
growth. 
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RESULTS FROM WARM RAIN STUDIES IN PENANG. MALAYSIA 

Roland List, D. Hudak and R. Nissen 

Department of Physics, University of Toronto, Toronto, MSS !A7, Canada 

and 

N.P. Tung, S.K,Soo and T.S, l<ang 

Malaysian Meteorological Service, 46667 Petaling Jaya, Malaysia 

!. INTRODUCTION 
The main purpose of the warm rain studies, 

undertaken jointly by the Malaysian 

Meteorological Service and the University of 

Toronto in Penang, is to learn more about 

formation 

tropical 

about 5 

and evolution of precipitation in a 

country where the OoC level is at 

km and substantial rainfall is from 

warm clouds, i ,e. clouds which do not contain 

ice particles. The first phase undertaken in 

October/November 1986 addressed the problem 

of raindrop spectra evolution, and the 

collection of a meteorological data set which 

would allow the development of improved warm 

rain models. 

The evolution of warm rain has attracted more 

\ntPFP~t ~P~A"~~- -~th th~ 1AbRrAtRry ~ata 
sets on raindrop interactions by 

MCTAGGARTCOWAN and LIST (1975) and LOW and 

LIST (1982) [LL], and the parameterizations 

by GILLESPIE and LIST (1978) [GU and LL, the 

base for modelling was created. Box models 

based 

(1985) 

( 1987) 

on LL appeared by VALDEZ and YOUNG 

[VY], BROWN (1986) and LIST et al. 

[LDS], while shaft models were used by 

GL and LDS. These models had one result in 

common, they all showed that after sufficient 

fa 11 or time of evolution the resulting 

distribution 

GL stated 

numerically, 

mathematical 

was at or close to equilibrium. 

that equilibrium was achieved 

while LDS provided the 

proof that the equilibrium 

distribution can be separated into a product 

of a shape function and the rainfall rate R. 

In other words, all equilibrium distributions 

are self-similar, they differ by a factor R. 

VY and LDS showed that the "equilibrium" 

distribution has three peaks, while BROWN 

(1986) could only find two peaks. Measu­

rements by WILLIS (1984) above cloud base in 

hurricane clouds also gave three peaks at the 

locations predicted by theory and laboratory 

experiments. 
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Thus, a maJor purpose of the Joint Warm R6•n 

Experiment 1s to find if such equ1l1br1urn 

distributions exist in nature. Such distriou­

tions represent possible solutions of the 

equations 

accepted. 

of rain evolution as thev are now 

The existence and location of the 

peaks, however, is either a result of the LL 

parameterization or due to numerical errors 

(VY used an approach different from that of 

LOS, whereas BROWN 119861 uses the same as 

LDS l. 

BoN and shaft models have only dimensions 0 

and 1, respectively, which may not be 

representative for nature, except perhaps 1n 

steady, widespread rain. Nevertheless, it 1s 

worthwhile to investigate rain spectra in the 

tropics, because equilibrium should be 

achieved very closely in warm rain during all 

ohases of evolution. This is not the case 1n 

mid-latitudes where rain normally starts out 

as ice and where the first rain spectra below 

the OoC level after melting are closelv 

linked to the ice particle spectra. Then 

equilibrium requires time to be established. 

2. THE EXPERIMENT 

The operation center and the ground equipment 

were located at the Meteorological Office at 

the airport in Penang (5o25'N, !OOo!O'E 1 • 

The facilities were those of a standard 

weather forecast office with twice da1lv 

radiosonde ascents. Available was an S-band 

radar 

awav 

could 

at 

on 

be 

Butterworth 

the mainland. 

transmitted 

Airforce Base, 23.5 ~m 

PP! and RH! pictures 

to a console in the 

operations room, up to four on one screen. 

RH! slices were normally provided through the 

airoort location as well as lo off. A 

Kingair was available for cloud physics 

studies, sate! 1 i te pictures were avail ab! e 



a;ter the fact, The raindrop soectrometer~ 
used were a Joss-Waldvogel Disdrometer with a 

range from 0.3 to 4.5 mm and a PMS 2-D Laser 

Grev Scale Probe with an effective diode 

width of 15 um and a sampling width of 0.9b 

mm. Both spectrometers were direct] v 

connected to an IBM AT computer for data 

collection and processing. 

Eighteen rain events were recorded with at 

least the D1sdrometer in operation. Ten cases 

represent warm rain, four came from strat1-

+orm and six from convective clouds, while 

eight 

clouds 

events occurred when the rain came from 

with i Ce partJCles, three from 

convective and five from stratiform clouds. 

The total rainfall amounted to 105.4mm. 

3. RES UL TS 

a J 

vogel 

Peaks were found with the Joss-Wald­

Disdrometer at diameters of about 1 and 

mm iored1cted by numerical model at 0.8 and 

1.8 mm), while a flat third peak was som""­

times seen with the PMS Probe around 0.3 mm 

,predicted at 0.28 mml. These peaks were more 

pronounced in steadv rain than 1n rain of 

varying intensity, 

bi In non-steady rain the drops seemed 

to arrive in packets, first the large ones. 

then successively smaller ones. Often new 

riarkets 

completelv 

time two 

depending 

arrived before the old ones had 

disappeared. Thus, at anv given 

or more peaks could be observed, 

on which □ art of the packets were 

arriving at the ground. Even in these packets 

1, was evident that there were higher concen­

trations of drops at diameters corresponding 

to the "equilibrium" peaks. 

cl There was no difference between the 

rain spectra from clouds with or without ice 

□ articles. 

rj) 

effects, 

[t was found that, due to dead-time 

the Disdrometer was unable to 

measure smaller 1<1.5 mm) raindrops proper I, 

r::ur-1riq heav..,,, ra.1ri. Whether this e:--:p}~ins · .)-' 

lack of shape conservation ot spectra is ,.~; 

certain. Instruments which are better geareu 

to microphysical studies of rain are 

necessary ithe Disdrometer is fine for radar 

reflectivities), 

i? I UST , l '188) showed that 

reflect1v1tv of 

proportional to 

power function 

equilibrium distributions 1s 

the rainfall rate land not a 

as 1n the standard Marshall-

Palmer distribution). 

radar reflectivity in 

proportional to the 

In other 

steady 

words, the 

warm ra1n 1s 

rainfall rate. Since no 

d1fterences were found in the spectra of warm 

and cold rain, this statement is valid for 

steady tropical 

four steady rain 

rain in general. Since only 

cases with about 120 one-

minute rain spectra form the basis of this 

measurements wi 11 be statement, further 

necessary to expand the data set and to 

support this claim. For these four cases the 

three peak numerical model predicted the 

reflect1vities calculated on the basis of the 

measured spectra very wel I. No general 

statement can be made about the other 

observed 

equipment 

rain 

was 

measurement. 

cases because no unbiased 

available for the spectra 

In summary, the first phase of the Joint Warm 

Rain Experiment 

reaching findings 

rain in general. 

distributions in 

the predicted 

Their existence 

has produced a number of far 

on warm rain and tropical 

rt seems that real raindrop 

the tropics may be close to 

equilibrium distributions. 

is important because radar 

data processing and interpretation may become 

very simple, thus easing hydrological 

measurements including interpretation of data 

taken during the forthcoming Tropical Rain 

Measurement Mission (TRMM), which applies 

radar and passive sounders from satellite to 

assess precipitation in the tropical region 

latitudes JOoS to 3UoN or 37oN. 

1here is another important conclusion. I f 

equllibrium raindrop distributions exist and 
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we know their e~ act shape, then any measured 

distribution may indicate a point in the 

spectrum ·evolution, which we know is in the 

direction to equilibrium. It is only the 

non-equilibr-ium distribution which car-ries 

information from regions higher up. This will 

be of some importance in mid-latitude r-ain. 

The real world is neither- one-dimensional nor 

quasi steady-state and the question remains 

to be solved: can shear or time-shifted 

release of drop packets from pulsating or 

periodically 

packages? 

regenerated 

These and 

clouds mix drop 

other non-steady 

questions need to be understood. Numerical 

modelling will create a basis for in-depth 

data interpretation and for a more effective 

use of aircraft and radar in the next field 

phase. 

The basic data set will be made available by 

the 

form 

Malaysian Meteorological Service in the 

of a report, and details have either 

been published (List et al., 1988) or will be 

forthcoming in the standard literature. 
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THE KINEMATICS OF MESO-GAMMA SCALE PRECIPITATION SYSTEMS 

P.I. Joe, C.L.Crozier and T.R. Nichols 
Atmospheric Environment Service, 

King Weather Research Station, 
4905 Dufferin St., Toronto, Ont., M3H 5T4 

1 Introduction 

Mesoscale convective systems (MCS) remain a problem for 

the forecaster because of the lack of observations on an ap­

propriate time and size scale. Doppler radar observations 

have' revealed two dimensional kinematic structures which 

can explain the trailing stratiform region behind a leading 

squall line (SMULL AND HOUZE 1987, RUTLEDGE AND 

HOUZE 1987). Two MCS passed through the coverage area 

of the operational King City Doppler radar in southern On­

tario, Canada. (See CROZIER ET AL 1988. In brief, the 5 

cm Enterprise radar spends 5 minutes performing a 24 ele­

vation conventional volume scan and 5 minutes performing 

a 3 elevation Doppler scan. This cycle is repeated every 10 

minutes.) Both of these systems exhibited three dimensional 

wind fields similar to larger scale synoptic scale occlusion Figure 1: Reflectivity 0.5° PPI at 1410Z illustrating the lead-
ing convective rain band and stratiform rain region. See Fig. 

systems (BROWNING 1985). The systems wei:e too small 2 for reflectivity and spatial scale. 

to be resolved by the standard synoptic observation network. 

They travelled quickly and had a lifecycle of 12 to 24 hours. 

2 CASE 1: DUAL INFLOW JETS 17 JULY 1986 

2.1 DESCRIPTION 

An occluded MCS passed within range of the operational 

imately 230km x 300km in areal extent (Fig. 1). It appeared 

to be a combination of the occlusion/linear-trailing strati-

form mesoscale convective modes as described by BLAN­

CHARD AND WATSON (1986). The MCS exhibited re-

K. c·t D l d 17 J l 1986 w· d d f flectivity features of a leading narrow convective rain band mg 1 y opp er ra ar on u y . m spee s o 

36 / t 3 5 k 17 / t th f th (~ 10km in width), followed by a low reflectivity transi-m s a . m were m s grea er an any o e upper 

air rawinsonde measurements around the MCS. tion region (~ 20km in width), followed by a trailing strat-

iform region extending 140 KM to the rear found in MCS's 
At 50 kPa a broad ridge was located along the Mississippi ·th 1. h te · · (SMULL AND HOUZE w1 more 1near c arac rist1cs 
valley to northwestern Ontario. A wide shallow northwest-

1985,1987). There was also a region of stratiform rain to 
southeast warm front lay over southern Ontario with the sur-

the north of the convective rain band which was to the left 
face position 200 km southwest of the radar site. The warm 

of the direction of movement. The shape of the reflectivity 
air was unstable with Ow near 20C. Late on 16 July, a minor 

pattern suggested rotation of the complex though this can 
short wave induced a weak perturbation on the front which 

not be proven conclusively. 
developed into a convective system. As the MCS moved into 

radar range, it was in its mature phase with a well developed Fig. 2 shows a vertical cross section along the line A-AA in 

leading convective rainband on its southern edge translating Fig. l. The section shows that the echo in the leading con­

along the front at 24 m/s from 330°. vective band extended to a height of 14 km with maximum 

2.2 PRECIPITATION STRUCTURE 
reflectivities in the 40-50 dBZ range. The transition zone is 

marked by low reflectivities with values no greater than 25 

The MCS consisted of a large amorphous radar echo approx- dBZ. The stratiform region shows a bright band at a height 
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Figure 2: Vertical Cross-section through A-AA in Fig.l. 
Horizontal and vertical grid lines are 20km and 1km apart, 
respectively. 

of 3.5 to 4 km (MSL) of 30 to 40 dBZ. 

2.3 VELOCITY STRUCTURE 

Figure 3: Radial velocity PPI at 1320Z illustrating the dual 
rear inflow jets (J) and the warm conveyor belt (W). Spatial 
scale is the same as in Fig. 2. 

GOES infra-red satellite images indicated that an intense 

line of convection had formed on the cold front prior to 

0000Z (not shown). By 1200Z, satellite imagery showed that 
Fig. 3 shows the 1.4° radial velocity PPI, illustrating sev-

this line had weakened substantially but that a small area of 
eral features not observed in the linear MCS case of SMULL 

AND HOUZE (1985,1987); these include a low level flow 
convection had developed on the warm front near the wave. 

parallel to and ahead of the convective band (W) flowing 3.2 PRECIPITATION STRUCTURE 

from the southwest to the northeast up the warm frontal When the system was fully within radar range (maximum 

surface and dual jets flowing from the rear to the front of range of 226 km) around 1930Z, the radar images indicated 

the system (J). The dual jets converge and descend into the a slight bow shape to the line. There was a relatively narrow 

rear of the convective band, then diverge with one branch (less than 15km wide and 200 km long) convective band fol­

ascending and curving by the band on its left or northeast- lowed by a larger region of primarily light stratiform precipi­

ern extent and the other descending. The inflow-outflow of tation. Most of this precipitation evaporated before reaching 

these jets behind the convective rain band are not symmetric the ground. Several small (less than 5km diameter) but in­

about the radar location, indicating that the jets are turning tense convective cells (maximum reflectivities greater than 

as they move through the MCS. 

3 ·cASE 2: COMMA SYSTEM 6 MAY 1986 

3.1 DESCRIPTION 

A mesoscale convective line moved eastward across South­

ern Ontario at 27 m/s. A few of the cells in the line pro­

duced severe weather - marble sized hail, "torrential rain" 

6-0 dBZ) were located at northern end of the band. 

3.3 VELOCITY STRUCTURE 

Doppler radial velocities indicated a southwesterly warm 

conveyor belt wind maximum in the low levels reaching val­

ues greater than 30 m/s between 1 and 1.5 km above ground 

(CARLSON 1986, BROWNING 1985) flowing towards the 

warm frontal surface. The strong convection that existed and strong winds. At 50kPa, a weak north-south ridge lay 

just east of the radar site and a strengthening southwest- on the front ahead of this flow peaked in intensity as the 

erly flow was becoming established. At 1200Z, a short-wave wind core maximum approached the convective band then 

weakened rapidly when overtaken by the jet maximum. trough was located in the vicinity of Chicago and was ap-

proaching the radar at 27m/s. Associated with the short- The winds between 2 and 3 km were 6 to 12 m/s less which 

wave was a pinched and weak, lower tropospheric frontal provided a storm relative rearward flow aloft. This was also 

wave. evident as radar indicated precipitation particles spreading 
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forms the rear inflow jet and the second tongue rises above 

Doppler viewing heights. 

In the second case, the system evolved very quickly. The air 

in the rear jet was much drier than in the first system and 

dissipated the precipitation in the trailing stratiform region. 

This air then ascended the warm frontal surface to form an 

upper level front and a second rain band. 

These three dimensional flows are consistent with the synop­

tic scale conveyor belt models of BROWNING (1985). How­

ever, the time and space scales of these systems are much 

smaller and are not resolved by the observations made by 

synoptic scale networks. These systems require observation 

Figure 4: MAX z chart for case 2. MAX z is the maximum by sensors like Doppler radars, radiometers and wind profil-

reflectivity in a column above 2 km. ers in order to improve their prediction. 
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THE ORIGIN OF AIR MASSES LEADING TO 

SEVERE HAILSTORMS IN SOUTHWESTERN FRANCE 

Jean Dessens 

Centre de Recherches Atmospheriques, Lannemezan, France 

and 

E.M. Fournier d'Albe 

Dormont, Saint-Pierre de Bailleul, France 

The knowledge of the origin of air masses in 

which hailstorms develop is useful both for 

the weather forecaster, who needs an evalua­

tion of the potential energy available in the 

atmosphere, and for the cloud physicist, who 

has to explain the hailstone growth processes 

in relation with the atmospheric nuclei 

content. The computerization of back trajec­

tories is now a convenient method for discus­

sing the origin of air masses. This paper 

gives a preliminary analysis of back trajec­

tories for a selection of extremely damaging 

hail days in Aquitaine. 

Table 1 gives the data on the most severe hail 

days during the last eight years in Aquitaine. 

These days were selected both for the economic 

impact of the damage, and for the large dimen­

sions of the hailstones. Detailed data on 

these hail occurrences are published in annual 

reports (ANELFA, 1981-1988). Since the begin­

ning of the eighties, Saharan dust intrusions 

have been frequent in the atmosphere of 

southwestern France, and it is noteworthy that 

for 6 hail days of Table 1, hailfalls were 

associated with spectacular dust events 

consisting of a visible amount of dust in the 

atmosphere, like the "brume seche" of Sahelian 

regions, followed by dry or wet falls of red 

dust. 

The computation of back trajectories is made 

Table 1. Major hail days in Aquitaine, with the main characteristics of the back trajectories 

arriving near the place and time of hailfalls. 

Largest Trajectories 

N° Day hail stone Travel time (hr) diameter . ( 1) 
(mm) Terminal point' from nearest coast 

at the 900 mb level 

1 14 Jun 1980 40 Lannemezan 50 
2 8 May 1981 30 Bordeaux 24 
3 20 Jul 1982 50 Toulouse 14 

Hail 4 1 Jun 1983 30 18 
5 27 May 1985 30 Lannemezan 46 
6 11 Jun 1987 25 Mt de Marsan 46 
7 14 Jul 1987 50 Limoux 13 

8 18 Jul 1983 80 Bordeaux 26 

Hail and 9 26 Jul 1983 80 Bayonne 24 

Saharan 10 20 Jun 1984 20 Lannemezan 13 

dust 11 2 Jun 1985 40 18 
12 30 Jul 1986 25 72 
13 16 Sep 1986 40 41 

(l)Arrival time is 1800 UT in a 11 the cases. 
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0 

Fig. 1. Back trajectories at 900 mb arriving in southwestern France at the place and time of 

severe hailfalls. Each trajectory segment corresponds to a 6 hr period. 

0 

Fig. 2. Same as Fig. 1 for hailfalls concomitant with a Saharan dust intrusion. 
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by the French Meteorological Service, using the 

data of the European Centre for Medium Range 

Weather Forecast (Martin et al., 1984). For 

each hail day, the trajectories arriving at the 

900 and 200 mb levels near the time and place 

of the main hailfalls were computed. 

The trajectories at 900 mb for the 4 days 

preceding their arrival are shown in Fig. 1 

(hail) and Fig. 2 (hail and Saharan dust). 

These trajectories show that the low level 

inflow on these occasions did not come from the 

Atlantic, and that when it came from the 

Mediterranean, the air masses were not of 

recent oceanic origin (Table 1). The trajecto­

ries related to the dust events are not very 

different from the others. 

The trajectories at 200 mb (not reproduced 

here) indicate a fast inflow of air coming in 

about ten hours from the Southwestern Coast of 

the Iberian Peninsula. For some of the 13 days, 

the back trajectories at 500 mb were also 

computed ; they are very similar to the 200 mb 

trajectories, though sometimes passing nearer 

to or over the African continent, specially in 

cases n° 10 and 11. 

Two preliminary conclusions may be suggested 

1. Although southwestern France faces the 

Atlantic Ocean, the air masses in which severe 

hail situations develop are not of direct 

Atlantic origin. The chemical composition of 

the lower atmosphere is of a semi-continental 

type, the concentration of hygroscopic nuclei 

being presumably low. 

2. A fast upper inflow of air from the north­

west coast of Africa may explain why, on 

several occasions, hailfalls have coincided 

with spectacular Saharan dust incursions. The 

presence of dust aerosol in other similar 

cases, has been noted, for instance by 

Stevenson (1969) after the dust fall and severe 

storms of 1 July 1968 in England. 

There are several reasons to suppose that the 

presence of desert dust in clouds changes their 
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microphysics : (a) altocumulus castellanus 

which develop in Saharan air masses often 

produce unexpected large drops which are dust­

loaded ; (b) a proof of the role of dust storm 

aerosol in hailstone chemistry is given by 

Gitlin (1978), who examined the inorganic 

composition of hailstones ; and (c) large 

hailstones falling in France during Saharan 

dust incursions are observed as "unusual", 

often described as lumps or plates of ice, or 

with remarkable protuberances. 

The cause of the observed tendency, for hail 

to develop over southwestern France preferen­

tially in air which is not of recent oceanic 

origin, may be sought either in the dynamic 

characteristics of the air masses or in their 

aerosol content (for example, high concentra­

tions of dust particles and/or low concentra­

tions of hygroscopic nuclei). Further studies 

will be needed to explain this observed 

tendency. 
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RADAR REMOTE SENSING OF MEL TING HAIL 

V.N. Bringi and P. Meischncr 

Institut fiir Physik der Atmosphiire, DFVLR, 8031 Oberpfaffcnhofcn, F.R.G. 

1 Introduction 

The remote sensing of hydrometeors has been greatly 
advanced with the development of polarimetric 
radar techniques. In this paper we present model 
calculations for melting hail for explaining very high 
differential reflectivity, ZvR values, observed in sum­
mer 1987 (see the accompanying paper MEISCH­
NER et al.) using the advanced, polarimetric Dop­
pler radar of DFVLR (SCHROTH et al., 1988). 
Using a coupled microphysical-electromagnetic 
model, we show that the ZvR observations can be 
used to detect small melting hail within the main 
precipitation shaft of convective clouds. 

It is known that the vertical profile of ZvR is an 
indicator of the onset and progression of melting ice 
into raindrops (HALL et al., 1984). BRINGI et al. 
(1986a) modelled the melting behaviour of low den­
sity conical graupel and have successfully compared 
the model results to ZvR data using the NCAR CP-2 
radar. It is also established that by combining 
reflectivity and ZvR it is possible to detect hailshafts 
(BRINGI et al., 1984, 1986b; AYDIN et al., 1986; 
ILLINGWORTH et al., 1987). Recent wind-tunnel 
studies of hail melting by RASMUSSEN et al., 
1984, have provided impetus for coupling microphy­
sically-detailed hail melting models with polarimetric 
backscatter models. This is based on the variables 
particle size, particle shape and composition, particle 
orientation relative to the incident radar beam, and 
particle dielectric constant and their distributions 
within the radar resolution volume. In particular, 
the mean and standard deviations of particle sizes, 
shapes and orientations are relevant parameters. It 
is convenient to assume a particle size spectrum of 
the gamma form. For particle shapes we consider 
spheroidal and conical shapes. Melting particles arc 
assumed to be composed of 2 layers, e.g., an inner ice 
core covered by a shell of melt water. Particle ori­
entation distribution or canting angle distributions 
can be modelled as Gaussian with a mean canting 
angle 0~0° and variable standard deviations rJ. 

2 Microphysical / Electromagnetic Model of Melting 
Hail 

We use the detailed microphysical melting hail model 
of RASMUSSEN et al., 1984 with maximum initial 
hail diameters of 12 mm. Wind-tunnel studies by 

RASMUSSEN ct al. show that for hail sizes 
~ 12mm , shedding of the melt water does not occur. 
Input to the one-dimensional melting model consists 
of a typical environmental sounding which we have 
taken from the Obcrpfaffenhofen area. For each hail 
size, the model computes various microphysical 
parameters such as density, water fraction, particle 
temperature, etc., as a function of height. 
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Figure I. Particle density versus height 

Normally, particles are initialized at the 0° C level 
and allowed to fall independently in still air. Fig. I 
shows an example of the vertical profile of particle 
density for an initial hail size of 5.5 and 7 mm. The 
initial hail density is assumed to be 0.9 gem· 3 while 
the initial water-fraction is zero. The initial shape is 
assumed to be spherical. As the particle melts the 
water is distributed as a uniform concentric water 
coat with thicknesses between 0.1 and 0.2 mm. As 
the water-fraction increases further it is distributed 
as an oblate shell surrounding the spherical ice core. 
Upon complete melting the particle assumes the 
equilibrium oblate shape of raindrops. 

The particle orientation is described by a canting 
angle (0) distribution which is assumed to be Gaus­
sian with mean 0 = 0° and standard deviation (a) 
which decreases as a function of height. The profile 
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of rJ is linear with 45° at the initial height and 
decreasing to I 0° at the lowest height. This assump­
tion is consistent with wind-tunnel studies which 
show that an increase in melt water stabilizes the 
particle orientation. 

The dielectric constant is computed at C-band for 
ice, while for the water layer use is made of the water 
temperature computed by the melting model. The 
backscatter matrix is computed for each particle 
using the T-matrix method for both homogeneous 
and 2-layer cases. Computations of ZDR versus height 
for initial hail size of 7 mm is shown in Fig. 2; the 
changing particle shapes and compositions arc indi­
cated. We see that ZDR increases with decreasing 
height reaching a maximum value of~ 5.5 dB at 1.5 
km and then decreasing to ~ 5 dB at 0.5 km height. 
Note that the ZDR values are applicable to one par­
ticle (of initial diameter 7 mm) as it falls and melts 
into an equilibrium shaped raindrop. 
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Figure 2. ZDR versus height for a melting hail 
particle. 

In order to integrate over particle sizes the size dis­
tribution must be modelled. We have chosen to 
model the initial hail size distribution using an 
exponential Marshall-Palmer form 
N(D) = N0 exp ( -3.67D/D0) where 
N0 = 8000 m 3mm- 1 and D0 is chosen to give a 
maximum initial reflectivity of 60 dBZ for the maxi­
mum hail size of 12 mm. Figs. 3 and 4 show profiles 
of reflectivity (dBZ) and ZDR as a function of height 
where integrations are performed over the spectrum 
of sizes, shapes, orientations and dielectric constants 
up to a maximum size of 7 mm. Again, we note the 
smooth increase in ZDR as the particle melts reaching 
a maximum at 1.5 km height followed by a slight 
decrease near the surface. The enhanced ZnR at 1.5 

456 

km height is due to the presence of some fraction of 
the particles at this level having an oblate water shell 
surrounding the inner ice core. This enhancement in 
ZnR occurs cvcnthough the axis ratio of these par­
tially melting oblate particles is larger (i.e., more 
spherical) than equi-volume, equilibrium-shaped 
raindrops. 

Thus, we may expect radar ZnR signatures in small 
melting hail to be perhaps significantly larger than 
expected for equilibrium-shaped raindrops. In 
Fig. 5 we show ZnR versus D0 for both exponential 
and Gamma size distributions of equilibrium-shaped 
raindrops for m-values of 0, I and 2. Note that the 
maximus ZDR is 4.6 dB while typical values lie in the 
range l-4dB. 
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3 Conclusions 

Using a coupled microphysical-electromagnetic hail 
inciting model and polarimctric C-band radar 
observations, we have shown that it is possible to 
detect regions of small melting hail using the vertical 
profile Of Zf)R• 

High values in the range 5-7 dB, were observed 
within the main precipitation shafts of summer-time 
convective storms near the area of Oberpfaffenho­
fen, W.Germany. The hydrometcors responsible for 
giving rise to the very large ZD/s are believed to be 
melting hailstones composed of an inner ice core 
surrounded by an oblate shell of melt water. Shed­
ding of melt water is suppressed for the smaller hail 
sizes (diameter:::;; 12 mm), while the melt water sig­
nificantly increases the particle stability and prevents 
it from tumbling. If the hail sizes arc large 



( > 12 - 15 mm), then the meltwater is shed off 
causing the particles to tumble and giving a ZDR val­
ne close to O dB. This combination of small ZDR and 
high reflectivity has been shown previously to be a 
reliable indicator of hailshafts, BRING I et al., 1981. 

The results of this paper show that polarimetric 
radar techniques can be used to distinguish between 
intense precipitation shafts of high reflectivity which 
may on the one hand be composed of rain mixed 
with small, melting hail, and on the other hand be 
composed of larger hailstones falling without signif­
icant melting. 
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TEST OF PARAMETERIZATION SCHEMES FOR CLOUD MICROPHYSICAL PROCESSES 

IN A 3-D MESOSCALE MODEL 
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Institut fur Physik, GKSS-Forschungszentrum Geesthac~t 
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1. INTRODUCTION 

In this paper a parameterization scheme for 

penetrative convection is presented. The in­

fluence on the large scale is investigated by 

incorporating the scheme into a three-dimensi­

onal mesoscale model. Results obtained from 

simulations using data from KonTur experiment 

and data from GATE are discussed. 

2. MODEL 

The model solves mesoscale prognostic equa­

tions for momentum, velocity components, po-
- -

tential temperature 0, specific humidity q, 
-

in-cloud liquid water specific humidity qL' 

and rainwater specific humidity qk using a 

grid spacing of 10 km horizontally and 500 m 

vertically. 

The convective parameterization scheme is 

based on a specific one-dimensional cumulus 

cloud model (LEVKOV et al. 1986). The updraft 

is initialized by assuming a vertical velocity 

at cloud base computed by 

( 1 ) ' 

where w* is Deardorff's convective velocity 

scale. k accounts for partial coverage of a 

grid cell and clouds of different forms and 

sizes and development stages inside the cell. 

Fr0m KonTur experiment k is estimated to be 

k = 1/10. 
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The liquid water is divided into cloud water 

and rainwater. The cloud water is increased by 

the amount of vapor condensed in the interval 

t,Z, CR, and is reduced by the autoconversion 

process to raindrops, A, and by raindrops col­

lecting cloud drops. Rainwater is increased 

via the last two mechanisms, and is decreased 

by fall-out F, and evaporation E (KESSLER 

1969, BERRY 1 967, p. 688). The change of a 

cloud variable due to convection is paramater­

ized according to YANAI et al. 1973, p. 611. 

The rainfall rate Rf at a grid point is 

9/ 8 

Rf= 18.35 (qk • 1.3 • 10 3
) [mm h- 1

] (2), 

where qk is in kg/kg. 

3. RESULTS 

The calculated rainfall rate over 24 hours in 

the region of the intertropical convergence 

zone (2 September, 1974) lies between 0.1 and 

12 mm/h. For the North Sea the values are be­

tween 0.5 and 3.5 mm/h for 13 October, 1981. 

Additional simulations using identical initial 

GATE condi.tions were performed with different 

thresholcl. values in Kessler's autoconversion 

formula and Berry's formula. For the Kessler 

case the calculated rainfall rate are smaller 

in case of higher threshold values (Fig. 1 ). 



In Berry's formula no threshold value exists. 

The difference to Kessler's formula is most 

prominent for maritime clouds (drop concentra­

tion N = 100 cm- 3 and initial radius disper­

sion coefficient v = 0.25) so that the entire 

history of coalescence precipitation growth in 

a cumulus is different. In this case the model 

predicts more rainwater than for Kessler's 

original microphysical scheme (Fig.2, Fig.3). 

Moreover a parameterization of ice-phase pre­

cipitation processes is included in the 

scheme. For the determination of active natu­

ral ice nuclei Fletcher's exponential form, 

Vali 's observational results and Koenig's 

equations are used. It is shown that the pro­

duction terms for snow via accretion mechanism 

are much larger than the autoconversion and 

deposition sources. The calculated tr.ansforma­

tion rates via Bergeron process are much 

smaller than the other snow production terms. 

Simulations which include a parameterized ice­

phase cloud microphysics in a 3-D mesoscale 

model are reported. 
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Fig. 1: Three dimensional representation of 
rainfall rate using different thres­
hold values in Kessler's autoconver­
sion formula. 
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a) Kessler's autoconversion formula 
b) Berry's formulation for maritime 

environment. 



DEVELOPMENT OF ANALYTICAL METHODS FOR THE INVESTIGATION OF CLOUDS, FOG AND RAIN TOGETHER WITH 
THE GASEOUS PHASE AND RESULTS OF FIELD MEASUREMENTS 
K. Bachmann, u. Sprenger, G.R. Fuchs-Pohl, W. Schmied, P. ZeiBler 

Technische Hochschule Darmstadt, Fachbereich Anorganische Chemie und Kernchemie 
D-6100 Darmstadt 

1 . INTRO DU CTI ON 

To understand chemical reactions and transport 

processes in hydrometeors it is necessary to 

obtain profound knowledge on the concentrat­
ions of inorganic and organic compounds in 

the liquid phase (clouds, fog and rain), in 
particles and in the gasphase. Therefore, ana­

lytical methods for species of interest must 
be developed with the aim to reach high time 

resolution of sampling. This is only possible 

with very low limits of detection. 

2. DEVELOPMENT OF ANALYTICAL METHODS 
2.1. AMMONIUM AND GASEOUS AMMONIA 
Flow injection analysis with a gas diffusion 
technique and conductivity detection ts used 

for the determination of ammonium (VAN SON 
1983, p. 271). According to the acceptor used 

(H20 or H3Bo3), the 1 imit of detection is 
0.23 ng or 0.5 ng (abs.),respectively. Gaseous 

ammonia is sampled with a scrubber technique. 
It is possible to analyse continuously or dis­
continuously (60 samples per hour). 

2.2. PROTONES 

Flow injection analysis based on a reaction 
of an adequate acid/base indicator (kongo red 

or methyl red) followed by UV-photometric de­
detction is used for the determination of the 

H+-concentration in a continuous mode (ISHI­
BASHI 1986, p. 224). 

2.3. ALCALINE AND EARTHALCALINE METALIONS 
Alcaline and earthalcaline metalions (Na+, 
NH 4+, K+, ca2+, Mg 2+) are measured with indi­

rect UV-spectroscopy or indirect fluorescence 
with Ce 3+ as el uent ( SHERMAN 1987, p. 490). 

This methods allows a sample volume of 50 µl 

for the analysis of all ions. 

2.4. BROMIDE 
Ion chromatography with conductivity detection 

or amperometric detection can be used for the 
determination of bromide. The bromide concen­
trations are much lower than those of chloride, 
nitrate and sulfate. When conductivity detect­

ion is employed, the bromide signal is dis­

turbed by the nitrate signal if the nitrate/ 
bromide ratio exceeds 1600. When amperometric 
detection is used existing sulfite must be 
oxidated by co3+;oxygen before analysing. 

2.5. NITRITE 
Excess of chloride effects that the nitrite 
peak is overlapped by the chloride peak in the 
analysis of nitrite with ion chromatography 

and conductivity detection. In this case, 
chloride can be separated by using a column 

packed with silver nitrate which is connected 
in front of the separation column. This allows 

the determination of concentrations in the 

lower ppb-level. 

2.6 ORGANIC ACIDS 
Organic acids as formic acid, acetic acid, 
methane sulfonic acid (degradation product 
of reduced sulfur compounds) and pyruvic acid 
(degradation product of isoprene) are measured 

using ion exchange chromatography or ion ex­

clusion chromatography (ANDREAE 1987, p. 6635). 
The acids are pre-concentrated by a solid phase 

extraction in which the acids are retained on 

a column with quarternary amine groups. 
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2.7. ALDEHYDES AND KETONES 

Normally, aldehydes and ketones are analysed 
with HPLC after derivatisation DNPH (KUWATA 
1979, p. 264; STEINBERG 1984, p. 253). To im­

prove this method, a solid phase derivatisa­

tion and extraction with DNSH (HARTMANN 1987; 

JOHNSON 1981, p. 7) is used for pre-concen­
tration. The separation is carried out with 
HPLC and gradient elution after extraction, 

and subsequent fluorescence detection. This 

method can be applied to the liquid as well as 
to the gaseous phase. 

2.8. CHLOROACETATE/DICHLOROACETATE 

To determine these compounds (degradation pro­

ducts of chlorinated hydrocarbons) in hydro­
meteors or in aerosols, an ion chromatogra­
phic pre-concentration and separation tech­
nique was developed (FUCHS 1987, p. 126, FUCHS 
1987, p. 205). The detection limitsforchloro­

acetate are 0.1 ng/ml, for dichloroacetate 
0.4 ng/ml, respectively 

3. FIELD MEASUREMENTS 

Field measurements were taken in Darmstadt 

(rain, gasphase, aerosols), Kolmbach/Odenwald 
(rain, fog), during a meteor cruise from 

Palermo to Hamburg (rain, gasphase, aersols) 

and on Sylt (clouds, gasphase, aerosols). 

Additionally, cloud samples from Whiteface 
mountain (N.Y., USA) were analysed. The re­
sults will be presented. 
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"RAIN-AEROSOL COUPLING IN MARITIME, URBAN AND RURAL AREAS 
SCAVENGING RATIO MEASUREMENTS IN RELATION WITH TRANSPORT". 

J.L. COLIN and J.L. JAFFREZO 

Laboratoire de Physico-Chimie de l'atmosphere. Universite PARIS VII, 
2, place Jussieu - 75251 PARIS Cedex 05, FRANCE. 

1. INTRODUCTION 

The !elationship between a wet deposi-

tion and the aerosol which enriches 

it can be evaluated for each element 

by means of a simplified coupling 

constant, the scavenging ratio (CHAM-

BERLAIN A. C., 1960) defined as the 

dimensionless ratio of the concentra-

tions in the two phases. However, 

available studies show a wide range of 

values for these constants, the rea-

sons for which are difficult to iden-

tify because of the very different 

experimental techniques employed. We 

have undertaken a comparative study 

with 3 sampling campaigns, in a coas-

tal maritime site (Brittany), in an 

urban area (Paris) and in the country 

(Vosges), using identical sampling 

techniques. Moreover, these three cam-

paigns were carried out during the 

same winter months so as to minimize 

seasonal variations. 

2. EXPERIMENTAL WORK 

The conditions for sampling the rain 

and the associated aerosol were desi-

gned 

the 

so as to optimize collection of 

two interacting phases: wet-only 

event-by-event collection of rain, 

while aerosols are sampled continuous-

ly for 6 hours. This short time makes 

it possible to relate precisely each 

rain event to the associated aerosol. 

The sampling sites were chosen at the 

same latitude from one side of France 

to the other. This situation corres-

ponds to the general West/East 

flow patterns. It is thus possible to 

observe the effect of transport on the 

interphase exchanges processes. Fur-

thermore, the urban site, unlike the 

others, has a very high aerosol con-

centration which should maximize the 

role of local scavenging. 

The elements chosen (Na, Mg and C 1; 

marine source) (Al, Si, Fe, Ca and 

crustal source) (Zn and S; an-

thropogenic source) have we 11 di ff e -

rentiated physicochemical characteris-

tics as regards both the size of the 

particles which bears them and their 

intrinsic hygroscopic properties. Tho-

se two factors are of primordial 

portance in the scavenging processes. 

3. RESULTS - DISCUSSION 

The scavenging ratios are calculated 
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by the following equation 

w = (Cl 
aerosol 

with (C]water in µg*g-1, [C]aerosol in 

µg*m-3 and (: 

ty of air. 

1200 g*m-3, the densi-

3 .1. EFFECT OF THE RECEPTOR SITE 

The values found in rural areas are 

higher than those of the town. This 

tendency is especially marked for the 

insoluble, crustal elements (Fig. 1 ) . 
:-:JCH~ 
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Fig. 1: Dependence of W on receptor 

site for insoluble elements. 

For these elements, the aerosol at the 

Paris site is characterized by concen-

trations an order of magnitude greater 

than those in the country. The re-

duction of the scavenging ratios could 

be attributed to a limitation in the 

interphase exchange processes. For the 

soluble elements (Fig. 2) ' this kind 

of effect in the urban atmosphere is 

much less marked. Only the species 

typical of anthropogenic activity fol-

low this trend, that is S04= and Zn, 

present in the aerosol at levels 

much higher than in the ru ra 1 area. 

The scavenging ratios for elements of 
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marine origin, Na and Mg, decrease 

continuously across France, while that 

of Cl- increases considerably. This is 

attributed to an increase in the dega-

sing of HCl from the aerosols as the 

acidity increases (ERIKSSON E., 1960) 

across the country. This gaseous frac-

tion is not taken into account by our 

measurements but would be effectively 

scavenged by the precipitations. 

:;ooo SCR. RRT l OS 
Cl➔ 5990 

250J J 
2IXXJ 

1500 BZn 
eK 

1000 
l!l!lllllS04= 

500 !?ZZZ!JCl 
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0 -Na 
BRETFO£ PARIS VOSGES 

Fig. 2: Dependence of W on receptor 
site for soluble elements. 

3.2. EFFECT OF PARTICLE SIZE 

Figures 3-5 show the dependence of the 

scavenging ratios on the mass-median-

diameter (MMD) of the elements, for 

the different sites. The scavenging 

ratios found on the coast (Fig. 3) 

reveal no particle-size dependence, in 

agreement with previous results obtai-

ned 
. . 
in marine areas (BUAT-MENARD P. 

and DUCE R.A., 1986). On the other 

hand, the curves obtained for the 

other sites (Fig. 4-5) indicate an 

increasing dependency with the distan-

ce from the coast (i.e. longer trans-

port times). Those curves are similar 
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Fig. 5 Scavenging ratios (Vosges) 

to results of theoretical studies 

(SLINN W.G.N., 1983) which predict an 

increase in collection efficiency with 

the MMD for values above 1 µm. On the 

other hand, a greater increase of 

experimental values for submicron par-

ticles can be attributed to the high 

solubility of the species involved 

(JAFFREZO J.L. and COLIN J.L., 1988). 

4.CONCLUSION 

The 

the 

scavenging ratio is 

only geochemical tool 

practically 

available 

for the prediction of flux due to wet 

deposition. These coefficients have 

been shown to depend markedly on the 

location of the receptor site. They 

provide however information about in-

corporation mechanisms. The experimen-

tal pattern approaches theoretical 

curve of collection efficiency, for 

long transport times. There is a clear 

distinction between soluble and 

luble elements which suggests diffe-

rent incorporation processes. 
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THE RAINOUT REMOVAL OF SULFUR DIOXIDE AND 
ACIDIFICATION OF PRECIPITATION FROM STRATIFORM CLOUDS 

Qin Yu 

Department of Geophysics, Peking University 
Beijing, China 

1. INTRODUCTION 
The rainout removal of SO2 and the aci­
dification of precipitation from stra­
tiform clouds are simulated with a one­
dimensional, time-depandent and parame­

terized microphysical model, in which 
the dissolution and dissociation of the 

gaseous SO2 and oxidation reaction in 
aqueous phase are considered. The dyna­
mic effects, updraft flow and turbulent 
transport, on pH value of the rainwater 
and on the wet deposition rate of SO2 
are discussed. 

2. MODEL 
On the definite thermo-dynamic back­
ground,the parameterized microphysical 
processes of three water contents, i.e. 
water vapor, cloud water and rainwater, 

are considered as condensation, auto­
conversion and collection. The balance 

equations are written as following. 

~ t(W-V)~=K~tS 
where Q represents mixing ratio of 
water contents, also other species. W 
is the updraft velocity and Vis the 
average terminal fall velocity of rain­
drops. K is the turbulent transfer co­
efficient. Sare source or sink terms. 
The discription in detail can be find 
in the paper (Qin and Chameides 1986}. 
The sensitivity test indicated that the 
updraft flow controled the evolution of 

the clouds and precipitation and the 
effect of turbulent transfer on the 
evolution was insignificant. 

The dissolution of SO2 and H2O2 or 03 
into cloudwater and rainwater and dis­
sociation are considered as scavenging 
of gases by water drops. The production 

rates of S(VI) in cloudwater and rain­
water through the oxidation reaction of 

S(IV) by H2O2 or 03 are from Martin (19 

83}. The transfer of species in aqueous 
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phase from cloudwater into rainwater 
with autoconversion and collection pro­
cesses are also included in the source 

and sink terms. 
At initial time, the satuation state of 
water vapor at every level is supposed. 

The mixing ratio of SO2 has a damped 
exponential profile with 2 km. scale 

height. A finite-difference method is 
used to resolve the equations. 

3. RESULTS 
3.1 The time variation of the species 
in rainwater at cloud base. 
A 'standard case' is given in following 
figure, where the parameters are taken 

as W=0.lm/s, K=20m*m/s, cloud depth= 
3000km and initial pH of cloudwater is 

5.6. The input values of SO2 and H2O2 
at cloud base are 5 and 1 ppbv., res­

pectively. 
1000CONC. Of SPECIES IN RAINWATER AT CLOUD BASE 

100 
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the precipitation start 

at cloud base. At 70 min., the pH and 

concentration of S(IV) in rainwater are 
minimum, then the values increased with 

time and trend to steady values. The 
concentration of S(VI) and H2O2 corre­
late with prescribed values inversely. 
This first 60 min. is long enough to 

dissolve SO2 and H2O2 into cloudwater 
and form S(VI},then they are transfered 

to rainwater in autoconversion and 
collection processes. During the steady 

state, the duration that the cloudwater 



and rainwater stay in the cloud is not 

longer enough to transfer S(IV) to 
S(VI)·. The concentratron of H2O2 in 
rainwater is higher than 10 µmol/1. 
These results are consistent with some 
field observation. 

3.2 THE EFFECTS OF WAND K 
For numerical tests, various values are 
taken as 0.1, 0.05m/s for updraft and 
20, 40 mxm/s for turbulent transfer 

coefficient. The comparison of results 
are listed in the following table. In 
the, table, there is a remaval rate of 
SO2 by the cloud system,Vwd, is defined 

as the fallout flux of whole sulfur in 

rainwater divided by mixing ratio of 
gaseous SO2 at cloud base. 

TABLE. CONCENTRATION OF SPECIES IN 
RAINWATER AT CLOUD BASE (240 min.) 

Input values and rain intensity 

case 1 2 3 

w mis 0.1 0.05 0.1 

K mxm/s 20 20 40 

S02g ppb 5 5 5 
H202g ppb 1 1 1 

I mm/hr 2.4 1.1 2.3 
Cone., pH of rainwater and Vwd of SO2 
S(IV) pmol/1 5.85 3.37 4.43 
S(VI) µmol/1 7.40 16~30 11.44 

H202 µmol/1 11.12 14.30 12.55 

pH 4.67 4.43 4.55 

Vwd cm/s 5.3 3.6 6.0 

From the table, it can be found that 
the weaker updraft verocity is, the 
smaller intensity of rainfall, the 
higher concentration of whole sulfur, 
the lower of H2O2 and smaller pH in 

rainwater will be, although the removal 
is still higher in the case of strong­
er updraft flow. 
Effects of the turbulent transport are 
different from the updraft flow. The 
larger value of K can enhance the aci­

dity of rainwater and the removal of 
SO2 by rainwater. It can be explained 
that H2O2 is a highly soluble, so that 
the gas-phase concentration would be 
lower in the middle part of the cloud. 
The turbulent transport could increase 
the inflow flux of gaseous H2O2 into 
the cloud system, therefore, the oxida­
tion reaction of SO2 in water could be 

enhanced. It would be natural that the 
larger K is, the lower pH values of 
rainwater and the higher removal of SO2 
will be. The similar numerical experi­
ment of 03 has be done. Effects of Kon 
pH and the removal rate has not been 
found. Turbulent processes are likely 

to be variable in time and space and we 

know that only a little. Uncertainty 
will be significant. 

REFERENCES 

MARTIN, L.R.: Kinetic studies of sulfi­

te oxidation in aqueous solution. "Acid 
precipitation: SO2, NO2 and NO oxidati­
on mechanism: atmospheric considera­
tions", edited by J.Calvert. Ann Arbor 
Sci. Pub., Ann Arbor, Mich. 1983. 

QIN, Y.; CHAMEIDES, W.: The removal of 
soluble species by warm stratiform 
clouds, Tellus, 38B (1986) 285-299. 

467 



STRUCTURAL AND TEXTURAL CHARACTERISTICS OF CIRRUS CLOUDS 

K. S. Kuo, R. M. Welch, 

Institute of Atmospheric Sciences 
South Dakota School of Mines and Technology 

Rapid City, South Dakota 57701-3995 

1. INTRODUCTION 
Low resolution meteorological satellite sensors 

often give the impression that cirrus are 
structurally featureless. However, the 

LANDSAT high spatial resolution sensors reveal 

that even cirrostratus formations have signi­
ficant structural detail. The first portion 

of this study examines representative cirrus 

structural characteristics. 

The second portion of this study is concerned 
with determining the textural characteristics 

of cirrus clouds. Texture may be interpreted 

as a set of statistical measures of the spa­
tial distributions of gray levels in an image. 

The present study is restricted to the co­

occurrence statistical model (HARALICK, 1979; 

CONNORS and HARLOW, 1981). 

Twelve LANDSAT MSS scenes were used for this 

study, including representative cirrus, cirro­

cumulus, and cirrostratus scenes. Band 3 
(0.7-0.8 µm) digital data were used, with 

57 m spatial resolution. 

2. STRUCTURAL CHARACTERISTICS 
The Reflectance Threshold Method (WIELICKI 

and WELCH, 1986) is used to separate cloud 

pixels from background. Because of their 

semi-transparent nature, cirriform clouds can 

be difficult to detect and segment from the 

background in satellite imagery. Analysis of 

various threshold approaches is given by 
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WI ELI CK I ~ ~ (1986) and WELCH ~ ~ 
( 1988a). 

The "cloud cover threshold" segments cloud 

regions from the background. However, should 

this threshold value be used to determine 

cloud structure for these scenes, large 

regions of the cloud field would be classified 

as single clouds, providing little or no 

insight into the underlying cellular cloud 

structure. Therefore, we define the "cloud 
cell threshold" to be the median cloud reflec­

tance, separating the brightest half of the 

cloud pixels from the darkest half of the 

cloud pixels. Pixels then can be grouped into 

individual cells (WELCH~~. 1988a). 

Figure lA shows cell size distributions for 

four cirrostratus cases. Note that these 

cloud fields do not have a simple power law 

distribution. Rather, these curves show con­
cavity, with one slope for cloud cells of 

diameter D <1.5 km and a different slope for 

cloud cells of larger diameter. For a power 

law size distribution given by 

n(D) = no o-a ( 1) 

the slopes a range from a~2.5-2.9 for the small 
cells of diameter 0.1-1.5 km and from a~l.5-1.9 

for the larger cells. This behavior is oppo­

site to that found in stratocumulus and cumulus 

clouds (Fig. 18). Stratocumulus clouds have 
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Fig. 1: Cloud size distributions vs. cloud diameter for selected cases of A) cirrus; and 
B) stratocumulus. Values are given as the number of clouds per (100 km) 2 surface area 
per 1 km cloud size interval. 

slopes ranging from a=l.5-1.9 for the smaller 

cells of D~l.5 km and from a=2.5-2.9 for the 

large cells (WELCH et~' 1988a). Therefore, 

the size distribution shows convexity in 

stratocumul us (and cumulus) instead of the 

concavity in cirrus. 

Closed convection patterns in stratocumulus 

clouds are strongly influenced by long-wave 

radiative cooling near cloud top (e.g., 

RANDALL f!_~, 1984). Solar heating tends 

to counteract the infrared cooling, poten­

tially acting to destabilize and dissipate the 

layer. In contrast, solar heating in convec­

tive thin cirrus increases the vigor of 

circulation and produces longer lasting cells 

(STARR, 1987). The shapes of the size distri­

bution curves support these interpretations. 

Cloud perimeter p and cloud area A are related 

by 

(2) 

where dis the fractal dimension (LOVEJOY, 

1982). Stratiform cirrus appear to be bi­

fractal. There is a distinct change in frac­

tal dimension from d=l.5 for cloud cells of 

D~l.5 km to d=l.2-1.4 for larger cloud cells. 

Other cirrus types have only a single fractal 

dimension (d=l.2-1.5) for all cloud sizes. 

3. TEXTURAL CHARACTERISTICS 
It is assumed that textural information is 

characterized by a set of co-occurrence 

matrices P(i,j)d,¢ where the (i,j)th element 

is the relative frequency with which two 

pixels separated by distanced in direction¢ 

occur in the image, one with gray level i and 

the other with gray level j. The textural 

features of contrast, correlation, angular 

second moment, entropy, local homogeneity, 

contingency, difference cluster shade and dif­

ference cluster prominence are computed from 

the co-occurrence matrices (HARALICK, 1979; 

CONNORS and HAR LOH, 1981; WELCH f!_ ~' 1988b). 

Contrast is the measure of local variation 

between pixel pairs separated by distanced at 

angle¢· Correlation measures the gray level 

linear dependencies in the cloud fields. 

Figure 2 shows the measures of contrast and 

correlation for the two cirrus scenes as a 
function of distanced at angles of 0°, 45°, 

90°, and 135°. Generally, convective-type 

cirrus cloud fields (Case C) have higher 

contrast values than do cirrostratus (Case F). 
Also, the smaller, highly convective elements 

show a large variation in contrast over short 

distances (large initial slopes), whereas the 

larger more uniform stratus elements have much 

more gradual slopes. Macrotexture is a 

descriptor of the textural components of the 

cloud field as a whole, as described by asymp­

totic values of texture. Clearly, asymptotic 

values are not reached even at a distance of 

25 km for Case F. This is a clear indication 

that Case F consists of large sheets of 

relatively solid cirrus. 
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Cloud fields composed primarily of small 
elements show a rapid decrease in correlation 

coefficient over short distances. Convective 
cirrus such as Case C have this behavior. As 

the size of the cloud elements increases, the 

correlation coefficients show increasingly 

more gradual slopes (Case F). 

Directionality is also determined from the 
texture measures. Case F has very high values 
of correlation and low values of contrast at 

angles of 90° and 135°. Image processing 
reveals cloud alignment at an angle of about 
120°. 

These results suggest that textural features 
can be used effectively to classify cloud 

types. On the basis of this work, Welch et 
~ (1988c) show that cumulus, stratocumulus, 
and cirrus clouds can be classified with an 

accuracy of 95% using only a single visible 
channel. It is significant that textural 
measures are capable of distinguishing cirrus 

clouds from low clouds solely on the basis of 

spatial brightness patterns. 
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Cl.rLms CLOUDS AIJJJ 

Boriconkov ~.~., Bazlovu T.~. 

I.Iain Geophysical Observatory, 1enin6 :cad, u~:;s~{ 

1. Introduction 
Cirrus clouds have a significant im­

pact on the atmospheric thermal and 

dynamic structure (e.g. , Boi'isenkov et 
al., 1981; Boriscnlrnv and l!;fimova, 1986; 
Liou, 1986). 1.rhey may promote precipi­

tation in meso- and large-scale atmo­
spheric systems by seeding lowei' le­
vel supercooled clouds (e.g.,Rutledge 
and Hobbs, 1983). For this reason, in­
vestigations including numerical simu­

lation of cirrus clouds and their role 

in the formation of weather and clima­
te have received increased attention. 
2. Brief model description 

To study cirrus clouds-atmosphere 

interaction a 3-D time-dependent model 
is developed based on the paper by 

Borisenkov and Bazlova, (19B6t The si­
mulated cloud is considered. a two-pha­
ze system. The model incorporates ad­
vection, vertical motion, turbulent 

diffusion, phaze changes, cloud crys­
tal grmvth ( or evaporation) and. preci­

pitation. Parameterization of the clo­

ud particle size spectrum in terms of 
the tern.pel'ature and ice watoJ'.' content 
is used according to Heymsfield and 

Platt (1983). 

J. Results 
The results of numerical experimen­

ts simulating the effects of various 

meteorological processes on cirrus for­
mation and evolution indicate that ver­
tical motion is particularly important. 

The calculated time-dependent behavior 

of specific ice-water content and cry-

stal concentration with the vertical 
motion effect is presented in Fig.1, 

wherein their maximum magnitudes at va­
rious updraft speeds are plotted agai­
nst time. 
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Fig.1. Temporal behavior of maximum 

specific ice water content and crysta.J 
I 

concentration during cirrus simulation 
-1 at updraft speeds: 1 - 20 e;m s ; 2 -

-1 -1 -1 10 cm s : 3 - 5 cm s ; 4 - 1 cm s • 
Typical updraft spe~ds in cirriform 
clouds have been found to be 10-20 cm 

s-1 at temperatures from -20 to -40°C 
-1 and 1-5 cm s at t~mperatures from 

-40 to - 60°C (Heymsfield,1977). Vari-
ations of updraft speed from 1 cm s -1 

in simulations leads to a. tvm-order in­

crease in ice water content. Such depe 
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ndence is associated with the supersa­
turation increase due to upd:cafts and 

consequent ice nuclei activation and 

ice crystal growth. 
lfadiati ve p:coperties dependence on 

the ice water content changes dtil'ing 
cl OLld lifecycle is noted. J.!'or exaraple, 

an effective flux emittance, absorpta­
nce and albedo of midlati tucle cii'rus 
wi tl1 mass absorption coe:ffici ent 500 

2 -1 -1 
cm c; and updraft speed 1 cm s 8.l'e 
calculated to be o.62, 0.06, 0.3, res­
pectively, dm:in6 t:1e cloud .;rovrth sta­
ge, and 0.22, 0.01, 0.17 dm·ing the 

decay. 
Cirrus cloud dissipation is connec­

ted 'Ni th ice crystal sedimentation., 
which, in turn, appears to promote pre­

cipitation in lo,vei' supercooled clouds 

by seeding. To evaluate the role of 

cirrus in p:ceci:Ji tation the evolutio~1 
:Jf gravity-induced do1:mnard flux of 
ice water is calculatei depending on 
hu.midi ty in subcloud ltDyer. Simulati­
ons result in the conclusion that cir­
rus cloud with updraft speed N10 cm­

s-1 (or more) provide typical mid-le­
velsupercooled clouds with ice crys­
tals in sufficient amount ( ~ 103m-3 ) 

if mean humidity between cloud layers 

is greater than 70% over ice. 
With a view to study cirrus influ­

ence on weather of a limited area nu­
merical experiments are carried out 

using large-scale forecast model and 
mesoscale cirrus cloud model by grid 

telescoping method. 

3. Conclusions 

1).Bulk properties of cirrus clouds 
are the result of interdependence of 
dynamical, thermodynamical, racliati ve 

and microphysical prc,cesses with feed­

backs. 
2). Large-scale vertical motion is 

the main factor, controlling cirrus e 
evolution. The turbulent diffusion is 
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the main factor operating under weak 

forcin[;. 

3). Cirrus clouds have an impacton 
o,trn.osphei'ic the1·mal structure and cii·­
culution through their radiative and 
phaze effects, depending on cloud sta­
ge. These clouds may act as a triGser 
for precipitation in lower clouds. 

:::Ceferonces 

B0HISEl'.K0V E.P. ,l.IBLE.SIITW V.P. ,S0K0.LJ'; 

A.P. 1981: The effeci; of high clouu.s 
on the thermal regime and the cii·cula­
tion of the atmosphere. ~eteo~ology 
and Hydrology, 11,p.5-17. 

B0lUS:8lTK0V E.}'. ,EFil\~0VA L.K. 1986: l'e­
culio.ri ties of tho effect of ciri·us 

cloud localization on the atmospheric 
tmnporaturo and dy:..1am.ics. rrrudy GGO, 

503, p.76-32. 
LIOU K.-H.1986: Influence of cirrus 
clouds on weather and climate proces­

ses: a global perspective. mon.Wea.Rev., 
114, p. 1161-1·199. 
?.UTLI.:;.JGE ;J.; •• ,:IOBBJ P. V.1983: The meso­
scale and m.icroscale sti·ucture and or-

60.nizo..tion of clouds and precipi­
tation in midlati tude cyclones. VIII: 

A model for the 11 seeder-feeder" pro­

cess in warm-frontal rainband8.J.Atmo­
sph. Sci. , 40, p. 1185-1206. 

BOIUGEHKOV E.P. ,BAZLOVA T.A.1986: Mo­
del of cirrus cloud evolution.Izv.Aca­
demii Hauk SSSR,Fizika Atmosph.and Oce­
an,1,p.36-43. 

HEYMSFIELD A.J.,PLATT C,M.R.1984: A 

parameterization of the particle size 
spectrum of ice clouds in terms of the 
ambient temperature and ice water con­

tent.J.Atmosph.Sci.,41, p.846-855. 
HEYMSFIELD A. J. 1977: Precipitation in 
strati.form ice clouds: a mic~ophysical 

and dynamical stud~-. J.Atmosph.Sci. ,34, 

p. 367-381. 



MESOSCALE AND MICROSCALE STRUCTURE OF CIRRUS CLOUDS: 
THREE CASE STUDIES 

Kenneth Sassen and Michael K. Griffin 

Department of Meteorology, University of Utah 
Salt Lake City, Utah 84112, U.S.A. 

1 . INTRODUCTION 

Cirrus clouds, which normally cover about 20% 
of the globe, are receiving increased recog­
nition for their role as a modulator of the 
planet's radiation balance (for a recent 
survey, see Liou, 1986). However, it has only 
been relatively recently that instrumentation 
appropriate for the study of these high, cold 
clouds has become available, and key questions 
still remain to be resolved. In the United 
States, the First ISCCP Regional Experiment 
(FIRE) has been established to address basic 
uncertainties in our knowledge of cirrus, with 
the aim of improving satellite-based observing 
methods. 

The measurements reported here are derived 
from three cirrus cloud case studies observed 
by the type of modern research instrumentation 
that is integral to the FIRE project. The 
observing techniques involved ground-based 
polarization lidar and Doppler radar, and air­
craft operations. A variety of cirrus types 
are represented, including a multilayered oro­
graphic cirrus, a 6-km deep cirrostratus over­
cast, and a group of fibrous cirrus cloud 
bands associated with tropopause generating 
cells. The datasets describe the structure 
and composition of these common cirrus cloud 
types, and the findings provide insight into 
the microphysical processes and characteristic 
physical scales involved in the generation of 
cirrus cloud particles. 

2. FIELD EXPERIMENTS 

The data were collected during three projects 
involving the University of Utah mobile polar­
ization lidar (0.7 µm wavelength) and NCAR 
aircraft. Two pre-FIRE field experiments sup­
ported by the NCAR Sabreliner, Lidar Cirrus I 
and II, were performed in October 1983 near 
Boulder, Colorado, and in March 1985 from near 
Beaver in southern Utah. Coordinated radar 
observations were collected in each case. The 
third study is comprised of lidar observations 
gathered from Wausau, Wisconsin on 30 October 
1986, as part of the FIRE Intensive Field 
Observation (IFO) program. 

The primary data quantities used here to de­
scribe cirrus cloud structure and composition 
are lidar relative (range-normalized) returned 
power and the lidar linear depolarization 
ratio o, respectively. The lidar returned 
power Height versus Time (HTI) displays are not 

corrected for the effects of attenuation, and 
so the data are contoured in the relative 
units of dB of the maximum returned signal. 
Intervals of lidar o values in the Range 
versus Height (RHI) and HTI displays are 
shaded and assigned a number, where, e.g., the 
lightly hatched areas labeled .4 represent 
o = 0.4 :!: 0.05. 

3. CASE STUDIES 
3.1 Orographic Cirrus (17 October 1983) 

On this occasion cirrus displaying strong oro­
graphic enhancement were clearly evident in 
satellite imagery just downwind of the Rocky 
Mountain Front Range. Strong westerly flow 
associated with an advancing jet stream gener­
ated lee wave lenticular cirrus clouds over 
the site. Under these conditions the cirrus 
were initially comprised of a number of dis­
crete layers, although, as synoptic-scale 
forcing began to dominante, the layers merged 
into a more vertically continuous cloud. 

Figure 1 provides an RHI display (top) from 
coordinated lidar and NCAR CP-2 radar eleva­
tion angle scans (at 0° azimuth, approximately 
orthogonal to the cirrus level flow), and air­
craft flight leg data. The radar reflectivity 
factor contours and lidar o values both show 
the presence of two discontinuous cirrus 
layers centered at heights of ~9 and 10 km, 
but a lower layer containing particles too 
small to be detected with microwaves is also 
present. The near-zero o values at portions 
of cloud base (filled-in) reveal the presence 
of highly supercooled cloud droplets, as was 
confirmed by aircraft probes. As shown in the 
bottom two panels, vertical velocities W > 1.0 
m s-1 and droplet concentrations >100 cm- 3 

were encountered by the aircraft. The gradi­
ent of increasing lidar o values above cloud 
base indicates that the liquid layer was 
rapidly glaciating at the -35°C cloud base 
temperature, and model simulations have shown 
that the 5 µm-diameter droplets froze through 
the homo6eneous nucleation mode (Sassen and 
Dodd, 1988). Moreover, the convective cells 
embedded in the cloud base layer appear to be 
responsible for exchanging cloud particles 
between the lowest two layers, an important 
process in the development of this cirrus. 

3.2 Widespread Cirrostratus (8 March 1985) 

The extensive cirrus cloudiness was associated 
with an amplifying subtropical jet pattern in 
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by the Sabreliner along the flight track shown as the dashed line at ~8.5 km in the RHI 
display. 

this case. Although the cirrus over the site 
is quite visible in infrared satellite imag­
ery, it is not readily apparent in visible 
imagery. At the field site, the cirro?tratus 
overcast appeared thin and consistently dis­
played a 22° halo. However, as shown by the 
lidar HTI displays in Fig. 2, the cirrus had 
an actual thickness of ~6.0 km. 

The 2.5-h segment of lidar observations shown 
in Fig. 2 was collected during an aircraft re­
fueling period, but is quite interesting in 
that the patterns of returned laser power 
(top) and o values (bottom) reveal the passage 
of three mesoscale generating regions. The 
maximum lidar returns corresponding to the 
generating regions and their precipitation 
trails are shown by the dashed lines. The 
upper portions of the generating cells have 
dimensions on the order of 100 km at 11-km 
altitude. When viewed at the highest avail­
able temporal resolution, such structures 
often display a branched appearance suggestive 
of complexes of convective cells (e.g., the 
middle generating cell at 2000 GMT), presum­
ably on the ~1.0 km scale of cirrus uncinus. 
Hence, they are referred to as Mesoscale 
Uncinus Complexes (MUC). 

The relatively low o values (stippled regions) 
in the generating cells, which range from 
~0.35 to 0.20, can be attributed to the scat­
tering properties of newly-formed cloud 
particles, including small ice crystals, and 
haze or cloud droplets that reside briefly in 
updrafts before freezing homogeneously. 
Values of o ~ 0.3 also occur sporadically in 

474 

the lower cloud (outside of the precipitation 
trails) in the form of parcels that appear to 
ascend through the sheared cloud environment, 
and that sometimes rise from cloud base (e.g., 
at 1920). Positive vertical velocities 
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Fig. 3 Expanded view of a mesoscale uncinus 
complex derived from lidar depolariza­
tion (top) and returned power (bottom) 
measurements. 

measured by the NOAA Doppler Ka-band (0.86 cm) 
radar were often present in these regions. 
These findings indicate that convective im­
pulses embedded within the lower cloud are 
associated with the MUC structures observed 
near cloud top. The discontinuous nature of 
the updrafts and laser depolarization patterns 
would indicate a loose organization of rela­
tively strong (~l m s-1 ), but intermittent 
vertical motions. 

3.3 Cirrus Cloud Bands (30 October 1986) 

Jet stream cirrus were present within the FIRE 
IFO area on this day, but over Wisconsin the 
cirrus tended to dissipate in response to a 
shortwave ridge. However, satellite imagery 
revealed that some very narrow bands, or fila­
ments, of cirrus developed over central 
Wisconsin. Zenith lidar data show that the 
four, ~10 km-wide cloud bands present in visi­
ble satellite imagery corresponded to cloud­
top mesoscale generating regions located just 
below the tropopause. Sheared ice crystal 
fallstreaks from the generating cells gradu­
ally lowered the cloud base (yielding a maxi­
mum cloud depth of 3.5 km) and also spawned 
new convective generating regions at lower 
levels, producing a visually more uniform­
appearing cloud. 

An expanded view of the most prominent cloud­
top generating region, observed from 2215-2245 
GMT, is given in Fig. 3. The time scale has 
been converted to distance based on the 15 m 
s-1 rate at which the bands propagated over 
the site, according to sequential satellite 
imagery. The top of the structure contains 
near-zero o values, and o ~ 0.15 values are 
also evident in portions of the sheared fall­
streak. Such low o values could represent 
spherical particles, or horizontally-oriented 
plate crystals. In contrast, o ~ 0.4 values 
are found in an embedded aircraft contrail, 
seen as the strongly scattering region (at 20 
km) just below the crystal fallstreak, and in 
the new convective turrets, which rise from 
the fallstreak in the same area. The overall 

structure is similar to that proposed by 
Heymsfield (1975) for "long-lasting" cirrus 
uncinus, but is here of mesoscale proportions. 
This is most likely due to cell spreading at 
the stable tropopause and to merging of indi­
vidual convective elements into a MUC, where 
the characteristic cell scale is presumably 
that of the newly-formed cells seen in the 
trail ( ~ 1 km) . 

4. CONCLUSIONS 

Remote sensing findings have illustrated the 
mesoscale organization, ranging over scales of 
~10 to 100 km, of cirrus generating cells. 
These regions appear to be composed of complexes 
of cirrus uncinus cells, and so are referred to 
as Mesoscale Uncinus Complexes (MUC). Precipi­
tation trails emanating from such structures 
have been associated with convective impulses. 
The evidence for ice particle generation in 
this fashion has implications for the "seeder­
feeder zone" concept for frontal rainbands 
(Herzegh and Hobbs, 1980). Clearly, it is of 
great importance to better understand mesoscale 
generating structures. 

The question of the frequency of occurrence of 
supercooled water in cirrus is also extremely 
important. Liquid water has been detected at 
cloud base from -20 to -36°C. As shown by radi­
ative transfer simulations (Sassen et al., 
1985), even relatively small amounts of liquid 
water can significantly alter cirrus radiative 
properties. The presence of water also affects 
the dynamic and microphysical properties of 
clouds. Moreover, small solution droplets can 
exist at very cold temperatures, as lidar de­
polarization data suggest, and reactivate to 
produce crystals under the proper conditions. 
The nucleation of ice particles is of funda­
mental concern for cirrus cloud modeling efforts. 
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VERTICAL VELOCITIES WITHIN A CIRRUS CLOUD FROM 
DOPPLER LIDAR AND AIRCRAFT MEASUREMENTS DURING FIRE: 

IMPLICATIONS FOR PARTICLE GROWTH 

Ismail GULTEPE and Andrew HEYMSFIELD 

National Center for Atmospheric Research 1 

P.O. Box 3000 

Boulder, Colorado 80307 

1. INTRODUCTION 

This paper uses a large and comprehensive data set 

taken by the NOAA CO2 Doppler lidar, the NCAR 

King Air, and rawinsondes on 31 October 1986 during 

the FIRE (First International Regional Experiment) 

field 'program which took place in Wisconsin. Vertical 

velocities are determined from the Doppler lidar data, 

and are compared with velocities derived from the 

aircraft microphysical data. The data will be used for 

discussion of particle growth and dynamical processes 

operative within the cloud. 

2. SYNOPTIC DISCUSSIONS 

There was no large scale disturbances over the 

experimental area on 31 October 1986. The 1800 GMT 

surface map showed that there was a cold front 600 km 

to the west of the experimental area. At 1200 GMT, 

there was a weak upper level trough at tlie 200 mb 

level. The jet stream, with maximum wind speeds 

of about 45 m s- 1 , was situated north of Wisconsin. 

Cirrus cloud formation occurred to the south of Lhe 

jet stream in a warm air zone. There was not a direct 

relationship between the cirrus cloud location and the 

jet stream. A sounding from Green Bay at 11 CST 

(Figure 1) shows a moisture increase at upper levels 

where later the cirrus cloud formed. The base of the 

moisture zone is at about 450 mb with an isothermal 

layer just under the base. The cloud studied extended 

over an area of 45 x 20 km. 

3. DISCUSSION OF AIRCRAFT AND LIDAR 

MEASUREMENTS 

The NCAR King Air collected data within the 

cirrus cloud using six horizontal penetrations from 

7.6 km (-29.6°C), cloud base, to 9.2 km (-42.6°C), 

cloud top. The King Air sampling period for each 

penetration was about 5 minutes, corresponding to 

30 km horizontal legs. The time for total sampling 

through cloud layer was approximately 30 minutes. 

The principal equipment used for cloud particle 

spectra measurements were Particle Measuring System 

(PMS) 2D-C and 2D-P probes, although only the size 

spectra from the 2D-C probe were used. The 2 D-C 

probe sized in the range 25 µm to HOO µm. 

The velocity azimuth display (VAD) technique is used 

to calculate vertical velocities from the Doppler lidar 

measurements. This technique was first proposed by 

LHERMITTE and ATLAS (1961), and later developed 

by BROWNING and WEXLER (1968). In the VAD 

scanning mode, the beam is scanned continously in 

azimuth angles while the zenith angle is held constant. 

Backscatter power and azimuth angle are digitized in 

real time and stored on magnetic tape. The radial 

velocities are measured at intervals of 300 m along the 

beam. 

4. VERTICAL VELOCITY CALCULATIONS 

FROM AIRCRAFT MEASUREMENTS 

In order to calculate vertical velocities from aircraft 

measurements, the precipitation rate, ice water con­

tent and terminal velocity were calculated from 2D­

C probe size spectra measurements. HEYMSFIELD 

(1977) presented equations for calculations the above 

parameters. A mean size spectrum was obtained for 

each sampling pass. Particle habits observed in the 

2D-C probe and from direct collections on oil coated 

slides were predominantly columns and bullet rosettes 

although some plates were detected (N. Knight, pri­

vate communication). We then calculated the vertical 

velocity distribution with altitude. 

4.1 STEADY-STATE TECHNIQUE 

The basis of this technique is the conservation equation 

for total vapor, liquid and solid substances in a rising 

parcel of air (HEYMSFIELD, 1975). The assumption 

is made that ice supersaturation (Si) remains constant 

with time (t) at any given level. Thus, the crystal 

growth and resulting depletion of vapor are balanced 

1The National Center for Atmospheric Research is sponsored by the National Science Foundation 
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86/10/31 1100 20. 0 M/S -

Figure 1: A skew T-log P diagram from Green Bay 
at 1100 CST on 31 October 1986. The 
moisture increase is seen approximately 
between 400 and 300 rnb. 

due to the updraft. The vertical air velocity is then 

derived from 

where U A is the air velocity, and </>1, </>2 are coefficients 

(IIEYMSFIELD, 1977). 4!!1-, the cumulative growth 

rate of the particle size spectrum; is not known until 

the supersaturation with respect to ice (Si) is obtained 

( see discussion below). 

4.2 FLUX TECHNIQUE 

The second technique employed in calculating the ver­

tical air velocity from the size spectra measurements is 

the flux method (HEYMSFIELD, 1977). In this tech­

nique, the vertical velocity was calculated by equating 

the decrease in moisture between a lower and upper 

sampling levels to the increase in the precipitation rate 

between the same levels. The velocity is calculated 

from 

(2) 

where D.R is precipitation rate difference between level 

1 and 2, D.IW C is ice water content difference between 

the two levels, RH is the mean relative humidity, and 

D.p 8 is the vapor difference between level 2 and 1. 

Equations (1) and (2) can be solved simultaneously 

to yield UA, RH and Si (HEYMSFIELD, 1977). 

5. VERTICAL VELOCITY CALCULATIONS 

FROM DOPPLER LIDA R MEASUREMENTS 

Conically scanning Doppler lidar measurements were 

used to compute the mean divergence field, the hor­

izontal wind speed, and direction. The VAD tech­

nique is based on a least squares technique for obtain­

ing Fourier coefficients. Using the anelastic continuity 

equation, the vertical velocities are calculated at dif­

ferent altitudes through the cloud layer. Assuming 

that the particle velocity is equal to the terminal ve­

locity, the zeroth order I<'ourier coefficient is given as 

(SRIVASTAVA et al., 1986) 

--rcosa -
a0 = DIV-- - Visina. 

2 
(3) 

DIV is mean divergence, r is the horizontal range, Vi 

is mean backscatter-weighted terminal velocity, and a 

is the elevation angle. The mean horizontal divergence 

can be calculated from a 0 , Vi, r and o:. According to 

BROWNING and WEXLER (1968), inhomegeneities 

in the particle fall speed is a primary source of 

error for the divergence calculation. From concurrent 

DMSP satellite infrared images, it is reasonable to 

assume that the cirrus cloud had formed a homogenous 

structure. 

Mean backscatter~weighted terminal velocities (Vi) 
are estimated from the particle size spectrum. Vi is 

found from: 

V: - Lj=l I:7=1 Ni,jD;q,,j Vi,,,;D.D 
t - ""':' ""n N· Dz fl.D L...;=l L...i=l t,J eq;,j 

(4) 

where Ni,j is number concentration in size class i with 

habit j. The physical diameter (D), which is used to 

calculate Vt, is converted to an equivalent diameter 

(Deq) (HEYMSFIELD, 1972; 1975). Then, using the 

anelastic continuity equation and assuming vertical air 

velocities are zero at cloud top and base, the vertical 

air velocities are calculated. A variational adjustment 

technique is used to correct the divergence field. 

Vertical air velocity corrections are made following 

LIN et al. (i986). 

6. RESULTS AND CONCLUSIONS 

The aircraft vertical velocity and temperature mea­

surements showed that the cirrus cloud formed in con­

siderably stable atmospheric conditions on 31 October 

1986. Maximum vertical shear of the horizontal wind 
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was only 1.5 x 10-2 s- 1 (at about 8.8 km). The cirrus 

cloud may be formed because of a weak wave pattern 

or large scale lifting. 

The ice crystal habits were predominantly columns 

and bullet rosettes at altitudes between 7.6 (-29.6°C) 

and 9.2 (-42.6°C) km. The total ice crystal 

concentration changed from 5.5 z- 1 (7.6 km) to a 

maximum of 22.5 z- 1 (8.8 km) where peak vertical 

velocities are found from the calculations based on 

aircraft and rawinsonde measurements. The ice water 

content values of 10-3 to 10-2 g m- 3 through the 

cloud layer are significantly lower than found in 

convective cirrus, obviously as a result of weaker 

vertical motions. 
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Figure 2: The calculated vertical air velocities from 
aircraft (o), rawinsonde (+) and lidar (*) 
measurements on 31 October 1986. 

The peak velocity from the VAD technique with 

60 degree elevation angle was about 34 cm s- 1 at 

about 7.4 km but with 30 and 40 degree elevation 

angles was only about 14 cm s- 1 at 7.3 km ASL 

(see Figure 2) while vertical velocities changed from 

9 cm s- 1 at the cloud base to O cm s- 1 at the cloud 

top. The calculated ai;r velocities from the aircraft 
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in-situ measurements showed a peak (10 cm s- 1) 

at about 8.8 km where the highest calculated ice 

crystal growth rates (about 0.2 x 10-4 g m-3 s-- 1 ), 

ice supersaturation 42% and relative humidity with 

respect to water of 94% were found. The calculated 

vertical velocities are similar to that are found by 

HEYMSFIELD (1975), in thin ice clouds, ranging 

from 2-10 cm s- 1 in frontal overrunning systems 

to 25-50 cm s- 1 in clouds associated with closed 

lows aloft, longitudinal rolls and isolated convective 

cells. Maximum vertical air velocity derived from 

the triangle technique (BELLAMY, 1949) using three 

rawinsondes along baselines of approximately 200 km 

was found of about 15 cm s- 1 (at 8.8 km) in the 

cirrus cloud layer (see Figure 2). Differences in derived 

vertical velocities between the triangle, Doppler lidar, 

and aircraft techniques can be attributed to scale 

effects. 
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HYDROMETEOR DEVELOPMENT IN COLD CLOUDS IN FIRE 

Andrew J. Heymsfield and Nancy C. Knight 

National Center for Atmospheric Research 
Boulder, Colorado 80307, USA 

1. INTRODUCTION 

The role of cirrus clouds, particularly in weather and 

climate processes, has been increasingly investigated. 

Numerical models have demonstrated the importance 

of the solar reflectivity and infrared radiation of 

cirrus clouds in the earth's radiation budget and 

climate. These properties depend upon the cloud 

microphysical characteristics, density, and altitude 

and hence justify investigation. The results reported 

herein were obtained from cold clouds (-20 to -46°C) 

in the mid to upper troposphere, obtained from ten 

flights of the NCAR King Air during the First ISCCP 

Research Experiment (FIRE) in Wisconsin. 

2. LIQUID WATER CONTENT MEASURE­

MENTS 

The number of seconds during which liquid water was 

observed in FIRE clouds between -25 and -35°C, is 

given in Fig. 1 as a function of amount detected. 

Data were obtained from a Rosemount Icing Detector 

(RICE), a Particle Measuring Systems' Forward 

Scattering Spectrometer Probe (FSSP), and two hot 

wire probes, the Johnson-Williams (J-W) and the 

King. Although the J-W and the King hot-wire 

probes have been the instruments of choice in past 

investigations of liquid water in cold clouds, they 

are limited by detection thresholds of 0.02 to 0.05 

g m- 3 , an order of magnitude higher than the RICE 

or the FSSP. The results given in Fig. 1 are taken 

from the FSSP data and illustrate the importance 

The National Center for Atmospheric Research 1s 
sponsored by the National Science Foundation. 
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· Fig. 1: ·Number of seconds in which liquid water was 
detected during FIRE flights as a function of LWC 
(g m- 3 ) in temperatures between -25 and -35°C. Bin 

widths are 0.001 g m - 3
• 

of measurements at smaller LWC; most of the liquid 

water observed at temperatures colder than -20°C 

was below the detection limits of the hot-wire probes. 

The data from which Fig. 1 was derived show the 

largest amounts of liquid water between -30 and -

35°C, indicating that in this range, meteorology is 

more important than temperature. 

The operating principles and calibration procedures 

of all but the RICE have been reported in the formal 

literature. The RICE collects water droplets and 

measures corresponding changes in the frequency of 

a vibrating cylinder. The upper noise limit was 

determined by examining all output obtained from 

the instrument at temperatures lower than -40°C 

where all water is assumed to be frozen. At the 

true air speed appropriate for the King Air, ~ 

100 m -1 s , the limit was found to be 3 m V s- 1 . 
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FSSP spectra of the same temperatures were used 

to determine ice particle contamination in the data 

from that instrument, resulting in a conservative 

threshold of 1.5 cm - 3 particles per each size bin 

(3 to 45 µm). Examination of the data taken at 

warmer temperatures indicated that the RICE and 

FSSP corrections were valid to -20°C. 

3. ICE PARTICLE EVOLUTION 

The types of ice crystals in the cold clouds and their 

size and number were determined from data obtained 

from two PMS imaging probes, 2D-C and P, and 

from collecting actual crystals in situ on slides coated 

with silicone fluid. 

The evolution of ice particles in the cloud layers 

was examined using patterns in which the aircraft 

performed Lagrangian spirals, slowly descending 

through the layers while drifting with the ambient 

wind. The particle-size spectra derived from the 

imaging probes during one such Lagrangian spiral 

are given in Fig. 2a. Inhomogeneities have been 

removed by averaging each spectrum over the entire 

spiral. Measurements taken from the aircraft during 

the flight showed a zone of ice subsaturation between 

7.4 and 8.8 km ms! and ice supersaturations from 

10 to 20% at other altitudes, all below the top of 

the cloud layer which the aircraft was unable to 

reach. In broadening with decreasing altitude the 

spectra shown are typical of those obtained in all 

of the flights. Again, typically, much of the growth 

occurs in the larger sizes. Examples of the particles, 

primarily bullet rosettes, collected during the same 

descent are also shown in Fig. 2b.. Bullet rosettes 

were predominant in many of the collections and 

columns or plates in others. 

4. ICE PARTICLE AGGREGATION 

At all temperatures the imaging probe data from 
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every flight gave evidence of particle aggregation; 

usually of bullet rosettes joined at their tips, as 

is illustrated in Fig. 2c and d. Aggregations of 

plates and columns were also observed, the former 

joined at edges and the latter end-to-end. At tem­

peratures lower than -25°C the aggregations were 

almost always of two, equi-dimensional particles with 

concentrations unvaried with altitude, typically 0.1 

to 0.5 e- 1 . As temperatures warmed above -25°C, 

the number of aggregates increased as did the number 

of particles comprising them, their size, and their 

concentration in the total number of particles. 

5. CONCLUSIONS 

During the FIRE experiment, the microphysical 

characteristics of cold clouds have been examined, 

using the NCAR King Air. The clouds investigated 

ranged in temperature from -20 to -46°C. Liquid 

water was detected in these clouds at -35°C and 

may exist at even colder temperatures. Evaluation 

of the conditions under which it exists at such 

low temperatures is continuing in cooperation with 

the co-principal investigator, Ken Sassen of the 

University of Utah. 

Aircraft patterns in the form of Lagrangian spirals 

were used to interpret particle growth processes. 

Significant broadening of the particle size spectra 

was observed with minor changes in the spectra 

at small sizes. Virtually all of the broadening 

observed was attributable to ice particle aggregation 

which occurred at all temperatures. The crystals 

comprising the aggregates were of comparable size, 

joined either at tips or edges, and were usually 

two in number at temperatures lower than -25°C, 

increasing to three or more at warmer temperatures. 

The data strongly suggest that sintering is the 

mechanism through which the crystals aggregate. 

Aggregation appears to be important in the transfer 

of water mass from upper to lower levels in clouds. 

Investigation of the aggregation process is continuing 

in greater detail. 
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THE EMPIRICAL MODEL OF THE STRUCTURE 
OF CIRRUS CLOUDS IN MIDDLE LATITUDES 

Kosarev A.L., Mazin I.P., Nevzorov A.N. 

Central Aerological Observatory, 
Dolgoprudny, Moscow Region, USSR 

1. MACROSTRUCTURE 
The proposed parameterization of 
upper cloud macrostructure is based 
on civil pilots reports generaliza­
tion·, made by some authors ( ZAK, 

· 1962, lAk , 1964, BARANOV, 1964). 

Let xi be one of the macrocharacte­
ristics of Ci-clouds. xi• lfb is 
the height of its cloud base, x2=Ht 
is the height of the cloud top, 
x 3 • AH is cloud thickness, x4 = 

jTbj and x 5 = ITtl are the abso­
lute values of cloud base and top tem­
peratures, respectively. If F(xi) is 
cumulative frequency of occurrence 
xi (i.e., in F% of cases x < x1), 
then the gathered empirical data may 
be described by simple polynoms: 

. 2 
F(xi) = cio + ci1xi + ci2xi <1 ) 

The values of factors Cij and the 
range of xi variations where the 
relation (1) is true, are given in 
Table 1,, 

Table 1 

i 0 io ci1 0 i2 
range of 
variable x:i 

1 -90 20 0 5 .... 9 km 

2 -143 21 0 7., •• 11 km 

3 0 36,5 -3,5 o •• " 5 km 
4 -43 2,67 0 -17 .... -50°C 
5 -88 3,20 0 -32 ... • -57°C 

The parameterization proposed for 
European territory of the USSR is 
useful for that of middle latitudes 

(ML). (See, for example, the data for 

482 

Canada and Great Britain (JAMES,1957; 
MURGATROYD, 1956; CLODMAN, 1957). 

2. MICROSTRUCTURE 
Aircraft investigations carried out in 
cloud physics laboratory of the CAO 
(KOSAREV ET. AL.,1986) some years ago, 
made a basis for developing the em­
pirical model (EM) of the microstruc­
ture of cirrus clouds in ML. The 
upper clouds (UC) there;are generally 
of ice structure., But even at rather 
low temperatures (up to T z -40°C) 
small liquid or frozen droplets may 
occur. Ice water content, as a rule, 
does not exceed 0.02· g/m3 , and visible 
light attenuation cL is not over 
2,,.,. 3 km-1• But sometimes observed 
water content reached even 0,2 g/m3 

~' -1 and OL. > 40 km • 

Let us denote IWC as Y1 and ol as Y
2

• 

Then for Yin ( n is a per cent of 
quantile, i.e., in n% of cases IWC< 
Yin and ol < Y2n) in temperature 
range T1 ••• T2 , the polynom (2) is 
quite exceptable for parameterization. 
Yin at different temperature T°C., 

2 
bi2 T (2) 

For T in °c, 
· k - 1 t 

·y. in g/m3 and Y in 2n 
in m , fac ors bij are given in 
Table 2., 

Particle size spectra in relatively 
small cloud volumes (local spectra) 
are satisfactorily described by the 
sum of 3 terms, which perhaps implies 
the existence of different spectra 
forming mechanisms (KOSAREV ET AL.1986) 



Ta.ble 2 

i = 1 ( IWC) 

50 3.8{ · 10-2 -f.23·10-3 1.13-10-s -1s. .. -ss 
75 9.59-f0-2 -3.ff. ,o-3 2.86 ·10-.5 -(5 ... -ss 
90 (.55-fO-t -4.76 · f o-3 4.08 · fO-S -IS ... -55 

i==2(o<.) 

50 2.85 -0.05 0 -ts. .. -35 
75 5".78 -0.fOS 0 -15 ... -45 
90 9.20 - O.f6 0 -/5. .. -so 

Here a is an effective diameter of 
crystal shadow projection (i.e., the 
diameter of a circle, which area equ­
als to the mean area of occasional 
shadow)., 
Practically, in 70-80% of cases 
n

0
(a)=0. Term n1 (a) characterizes 

particle size spectra in the range of 
a <. 60 ;u,m, term n2 (a) - in_ the 
range of a > 150 pm .. In intermedi­
ate interval (60,..,. 150 m) both 
terms are significant,. In the over­
whelming majority of cases these terms 
are well described by gamma-distribu-
tion (in particular "exponent"),. 

N1 
(4) 

(5) 

Concerning the spectra averaged over 
the great amount of experimental data 
term n2 (a) may be better approximat­
ed with the power function (see also 
HEIMSFIELD and PLATT, 1984). 

The dispersion of parameter J. 1 is 

relatively small., .11 mod z .l 1 med=.A.1::::. 

% 14 ~ m and standard deviation 
0'-4

1 
::::. 4 _r,m. The dispersion of par­

ticle concentration in visible UC is 
also comparatively small. Namely, 

N(a > 20) in 70,. •• 80% of cases is 
in the limits of 0.1 ••• 1.0 cm-~ 
N1 z f> ( A.1 )N(a > 20), where J3 (A 1 )::: 

exp(20/A1 ) .. (1+20/.A.1 )-
1 , and it 

varies from 0,.12 to 2,.5 cm-3• 

Thus, for 
of .-1.1 = 

Parameters 

EM we recommend the values 
14±4 ;um, N1=(1.1±0.9)cm-~ 

N1 and .A. 1 are weakly, 
if any, correlated,. No marked corre­
lation between .11 or N1 and tem­
perature was revealed. Concentration 
N(a > 200) and parameter N2:N(a > 200)., 
exp(200 / .,.i2 ), on the average, are 
notably decreased with increasing Ag_• 
Both N2 and A. 2 are slightly de­
creased, on the average, with decre­
asing T., Table 3 represents median 
values of N2 and .A.2 , as well as 
10- and 90-% quantiles N10 (a >200) 
and N90 (a > 200). In 70,. ... 80% of 
cases .A.2 differs from the median 
value Az , med not over than 1., 5 
times., 

Table 3 

tempera- , , r 
ture ,-20.,.,.-30,-30 •• -40, -40 .. ~• 
range, °C , 1 -50 

Curve number 
in Fig.,1 1 2 3 

12,med ( _Jt-m) 90 70 55 

N d(a>200) me 3,4 2,0 0,7 

(L-1) 

N1 0" • ,,N90 
1, o .... 0,2 ...... 0,05 ••• 

(L-1) 6,6 6,0 3,6 

In 20 .... 30% of cases particle con­
centration in UC exceeds 10 cm-3 and 
the majority of particles does not 
exceed 20 jl'f- m in size .. In such 
situations n

0
(a) =f 0., We think that 

n
0

(a) may be described by 

No 2 
n

0
(a)= .,l.3 a expCa/~ 0 ) (6) 

2 0 
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where .l.0 = 3 .... 5 .J>'m, N(a > 3)=10 ••• 
20 cm-3• Fig.1 graphically represents 
the sug~sted parameterization of 

N(a) = J n(a )da for a > 3 ;u-m. 
a. { 0 case (a) 

Here, No= 10.9 cm-3 case (b)'.Ao=3.f'm• 

In case "b" N(a> 3)=10 cm-3 , N1=1.,1 
cm-3 , J.,= 14.;w-m. Curves 1,2 and 3 
correspond to parameters .l. 2 ,med and 
N d(a > 200) listed in Table 3. me · 
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- I 
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Fig. 1. 

Fig.2. Distributions (cumulative frequencies) of some parameters in ULC de­
rived from empirical data obtained over the Eurepean territory of the USSR. 
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~DDELLING 1HE INITIAL ICE CRYSTAL SPECTRUM IN 

CIRRUS CWUD 

A.G Darlison 

U.K Meteorological Office 

l.INTRDDUCTION 

One striking feature of all in-situ cirrus 

microphysical observations is the low 

concentration of ice crystals compared to a) 

concentations of cloud condensation nuclei; 

and b) ice nucleus concentrations estimated 

from the Fletcher distribution 

(N=l0-2exp(0.6 LiT). egRangnoand Hobbs (1986) 

find a concentration of about 104 m- 3 in 

stratiform cloud representiong a depletion 

relative to the Fletcher distribution of 10- 5 

at -45 deg C. 

They suggest that ice nuclei might be scarce 

at cirrus altitudes and also point out that 

counts might be depressed by small crystals 

going undetected. One might also envisage 

dilution of the nucleation region (Heymsfield 

and Knollenberg (1972)) by differential 

sedimentation and turbulent diffusion. 

It is important to understand this initial 

stage in the life-cycle of cirrus. In this 

paper we present a model which simulates the 

freezing process using plausible IN and CC'N 

distributions, enabling us to distinguish 

between the above explanations of ice crystal 

depletion. 

2. THE MODEL 

It is a closed parcel model in which moist air 

containing hygroscopic nuclei (described by 

the maritime distribution of Junge et al 1971) 

is cooled at a rate corresponding to a 

h The C-CN/droplet spectrum constant updraug t. 

db Set Of discreet size bins, is represente ya 

each obeying the usual growthrate equation. 

Total water is conserved, so as ascent 

proceeds the saturation ratio rises due to 

cooling until the haze droplets reach a 

critical size, near the condensaU on level. 

The larger haze particles grow into mature 

cloud droplets whose radius is determined b~ 

the supply of vapour. The parcel temperature 

is weakly affected by the condensation because 

total heat is conserved. So far the model 

resembles that of Howell.(1949) for example. 

In addition we include three ice nucleation 

processes, charecterising the model as cirrus: 

i)Homogeneous nucleation. 

The probality per unit time of a droplet 

freezing is calculated using the classical 

formula ( eg Fletcher ( 1962 p39ff) ) . This is 

proportional 

with falling 

to volume and increases rapidly 

temperature. In addition each 

droplet contains a certain mole fraction 

solute from the nucleus upon which it 

of 

condensed, which suppresses nucleation. This 

term prevents the nucleation of small haze 

droplets but does not inhibit the freezing of 

cloud droplets. 

.ii) Condensation-freezing. 

The rate of freezing of droplets in the i'th 

size bin is given by: 

= -(nc v"/1/t.iv'j)(/\1(T)-_l 1\J)Sf 
J 

V - dr 1 t lume C: 1· s a solute i,here ~ is op e vo , J 

suppression term like the above, f is a rate 

constant (which is set to the 'reasonable' 

value of O. ls- 1 ) , Irv is the number of 

condensation freezi-ng nucleations to date, and 

N(T) is the Fletcher distribution. This model 
-I 

yields '.'-l(T) crystals in time f when vapour 
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supply is unlimited, representing the 

behaviour of laboratory determinations uf IN. 

Larger drops have a greater probability of 

containing an insoluble nucleus. 

iii) Deposition nucleation. Ice crystals are 

nucleated at a rate given by: 

= 
~ where T is the temperature at which the 

pre\'ai ling ice saturation ratio would 

c:orrespond to water saturation. The mudel 

reduces to the Fletcher distribution if 1,ater 

satur-ation is assumed, but nucleation rate is 

a function of ice saturaU on ratio, 

cor-responding to the behaviour of deposition 

nuclei observed by Huffmann ( 1973). 

Once ice crystals have been nucleated they 

grow at a rate proportional to the usual 

grm,thrate formula for ice crystals. 

The above formulation reduces to a set of 

coupled non-linear differential equations 

whicb are solved numerically, paying due 

attention to convergence and stability. For 

further details see Darlison (1988). 

3. RESULTS 

i ) Homogeneous freezing 

Some sample results are shown in Figure 1. 

The left-hand part of (a) shows the familiar 

pattern of haze growin,i; rapidly into cloud 

drop.lets at the condensation level, 1.-i th 

smaller CCN remaining inactive and the rest of 

the spectrum narrowing. Thereafter ascent 

proceeds at slight water supersaturation, 

around 0.6%, with the LWC growing 

approximately adiabatically. As the droplets 

grrn✓ and cool the homogeneous nucleatiot1 rate 

increases rapidly and the number of crystals 

rises. Eventually these crystals gr01, fast 

enough to bring drn-m the saturation ratiu. 

Droplets evaporate and nuc leat.ion stops. 

486 

Results for the final number of crystals, Nx, 

nucleated under various conditions, are shown 

in Fi_gure 2 and are fitted by: 
6 1- b 

- b. 7 x IO w 

Surprisingly Nx depends mainly on upcit-aught, 

and not on temperature or CCN concentration. 

For a typical cirrus updraught of 0.5 ms- 1 

homogeneous nucleation yields approxiately 106 

crystals nr 3 • Only one in 102 droplets 

freeze. 

Beceause the nucleation process occurs rapidly 

(in a fei•-' lO's seconds) the spectrum of ice 

crystals is sharply peaked. After nucleation 

ceases the initiaJ ice crystals continue to 

grm✓ rapidly until ice supersaturation is 

close to zero. This occurs on a timescale of 

a fe1✓ minutes. Further growth may only occur 

by Sl~dimentation (which is not considered) or 

continued ascent. Typical sizes and 

timescales are sho1✓n in Table 1. 

Haze/cloud drop radii 
For 5 size bins in model 

102
.----.-------,-----, 

10"'0~--4~00-----,-60~0---'800 

Ascent (m) 

(a) 

Liquid water content 

,0·Sc_.__,_ _ __._ __ _,__,_ _ _, 

0 400 600 
Ascent (m) 

(c) 

800 

0.4 

-0.4 

0 

Sat ratios for ice and water 

400 600 
Ascent (m) 

(b) 

800 

Ice crystal number concentration 
106

.-----,----,-----, 

105 

M 

~ 10' 

© 
.D 
E 10' 
:J z 

1o' 

10'0'------4·0"0'------'500'-------'800 

Ascent (m) 
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Figure 1. Various model parameters for air at dew-point -30 ° C 
ascending at Q_ 1 ms · 1 as a function of ascent above starting altitude 
(taken to correspond to the frost point). 
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Figure 2. Number of ice crystals nucleated homogeneously as a function 
of updraught velocity for parcels with various dew-points, assuming a 
Junge (1971) maritime CCN distribution. Also shown are some points for 
runs with the CCN depleted by a factor of 10. 

DEW POINT 

-35°C -50°C 

' (f) 

.§. 0.1 
r=60µm r_=39µm 

>-
I-
u T= 600 sec T = 400 sec 

0 
....J 
w 
> 
....J 
<: 
(.) 

r= 17 µm r = 11 µm 

t== 1.0 
a: w 
> T=55sec T=20sec 

Table 1. Average radii, r, of initial ice crystals nucleated homogeneously, 
and the timescale, T, of the freezing process. 

ii) Heterogeneous nucleation 

Condensation freezing yields 

I J. S 6 I. 1 S ,., ) I\ x - ,4-. x I O w ( (Y1 - , 

which is very similar to (2) despite the 

nucleation model being quite different. Onl:-· 

one in 103 nuclei produce ice crystals. Once 

again the result is insensitive to nucleus 

concentrations and to temperature. 

Deposition nucleation yields rather fewer 

crystals: 

Invariance with respect to nucleus 

concentratons is very pronounced: typically a 

thousandfold change in IN concentration 

yielded a 10% change in Nx. 

4. SUMMARY AND DISCUSSION 

The main result is that the final number of 

crystals nucleated depends on the updraught 

velocity and not on the nucleus concentration 

or temperature. This occurs because the factor 

limiting nucleation is the rate at Hhich 

crystals already formed consume available 

vapour. Thus depletion of ice crystals in 

cirrus results from the physics of the 

nucleation process. We do not need to invoke 

depletion of nuclei. 

However our model does yield somewhat higher 

concentrations than those frequently measured. 

Table 1 shows that the initial ice crystals 

are likely to be less than 100 microns and so 

we agree with Rangno and Hobbs that 

instrumental limitations may cause 

undercounting. 
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EFFECTS OF CIRRUS COMPOSITION ON ATMOSPHERIC RADIATION BUDGETS 

Stefan Kinne 

Space Science Division, NASA Ames Research Center 
Moffett Field, California 94035, U.S.A. 

Kuo-Nan Liou 

Department of Meteorology, University of Utah 
Salt Lake City, Utah 84112, U.S.A. 

1. INTRODUCTION 

Cirrus clouds have been identified as pre­
senting one of the major unsolved problems in 
weather and climate research (Liou, 1986). 
Unlike water clouds, cirrus clouds are semi­
transparent with respect to incoming solar 
radiation and, at the same time, can signifi­
cantly trap outgoing thermal infrared radia­
tion. The greenhouse effect of cirrus clouds, 
however, depends not only on the cloud geo­
metric configuration and temperature stratifi­
cation, but also on the microphysical composi­
tion, including ice crystal size distributions, 
shapes, and concentrations. To investigate 
the importance of the particle size and shape 
on the radiation budget of the earth-atmosphere 
system, we have performed a number of sensi­
tivity experiments based on radiative transfer 
calculations. 

2. METHOD 

We have developed an accurate radiative 
transfer model that can be used to determine 
the changes in solar and infrared fluxes caused 
by variations in the composition of cirrus 
clouds. In the present calculations, cirrus 
clouds are placed between 9 and 11 km, and the 
standard atmospheric temperature and humidity 
profiles are used. The nonspherical shape of 
ice crystals is taken into account by imposing 
"nonspherical corrections" on the single-scat­
tering parameters for equivalent spheres. This 
is done by comparisons between results calcu­
lated from Mie theory and those from geometric 
optics. These corrections generally reduce 
absorption and forward scattering for spheres 
of equivalent surface. Thus, the importance of 
the particle shape may be assessed. To study 
the effect of size, two different ice crystal 
size distributions were chosen (Heymsfield, 
1975). The cirrostratus (Cs) represents a non­
convective ice cloud composed of a large number 
of small ice crystals, while the convective 
cirrus uncinus (Ci) has a bimodal size distri­
bution composed of large particles. 

3. RESULTS 

Figure 1 shows the increase in the solar 
planetary albedo caused by placing cirrus of 
various optical depths ranging from 0.1 to 10 
into a clear atmosphere. For the same optical 
depths, nonconvective clouds with smaller 
particles display about 25% larger albedo 
changes than convective clouds. A similar 
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increase, indicated by the shaded area, is 
related to the use of nonspherical corrections 
in scattering and absorption calculations. 

The downward effective emissivity for 
cirrus clouds, as a function of the optical 
thickness, is shown in Fig. 2. We see that 
the liquid water content for the convective 
cloud is almost three times that of the non­
convective cirrus for the same optical depths. 
Thus, broadband emissivity parameterizations 
based on the liquid water column would depend 
significantly on the particle size. 
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Fig. 1 Effects of cirrus clouds on the solar 
planetary albedo. 
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Fig. 2 Effects of cirrus clouds on the broad­
band effective infrared emissivity. 
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Fig. 3 Effects of cirrus clouds on the atmo­
spheric radiation budget. 

Figure 3 displays the combined net flux 
changes for the entire solar and infrared 
spectra. Only the optically thick, convective 
cirrus cloud shows strong cooling of the 
earth-atmosphere system for high solar zenith 
angles, a behavior typical of water clouds. 
All cirrus clouds with an optical depth of 
less than or equal to one increase the net 
flux at the top of the atmosphere and thus 
would contribute to a warming of the system. 
This warming depends on the ice crystal sizes 
and shapes in cirrus clouds through the depen­
dence of these parameters on the transfer of 
solar fluxes. 

4. CONCLUSIONS 

Even though the cloud optical thickness 
dominates the radiative properties of ice 
clouds, the particle size and nonsphericity of 
ice crystals are also important in calcula­
tions of the transfer of near-IR solar wave­
lengths. The present results show that, for 
a given optical thickness, ice clouds composed 
of larger particles would produce larger green­
house effects than those composed of smaller 
particles. Moreover, spherical particles with 
equivalent surface areas, frequently used for 
ice crystal clouds, would lead to an overesti­
mation of the greenhouse effect. 
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A RADIATION-FOG MODEL WITH DETAILED MICROPHYSICS 

Andreas Bott, Uwe Sievers and Wilford Zdunkowski 

Institut fUr Meteorologie der Johannes Gutenberg-Universitat 

D 6500 Mainz 

1. THE MODEL 

A one-dimensional numerical model is 

presented to simulate the development and 

the life-cycle of radiation fog. The model 

includes dynamic processes, radiative 

transfer and microphysics of droplets and 

condensation nuclei since fog formation is 

the result of interactive processes of these 

components. The dynamic part of the model 

consists of the atmospheric equation of 

motion, heat equations for the atmosphere 

and the soil, as well as budget equations of 

water vapour and the droplet spectrum for 

the redistribution by turbulent exchange. 

Radiative fluxes are calculated by means of 

a two-stream method including multiple 

scattering, absorption and emission on the 

basis of sthe actually simulated droplet 

spectrum. 

2 MICROPHYSICS 

The microphysics of the model is 

characterized by a unique description of the 

aerosol and droplet spectrum by means of a 

two-dimensional particle distribution 

function. Co-ordinates are the dry mass of 

the aerosol particle of a given constitution 

and the accumulated water mass. Considered 

is the diffusional growth of particles as 

wel-1 as their size-dependent sedimentation. 

The equation of droplet growth is extended 

to include radiative effects as suggested by 

DAVIES (1985) and others. This means that 

the growth rate of an individual particle is 

calculated from the assumption of stationary 

equilibrium between the fluxes of sensible 

and latent heat and the net radiation at the 

droplets surface. The diffusional growth is 

simulated by solving the complete budget 
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equation for a 11, even the smallest 

particles. Test calculations show that the 

inclusion of radiation in the droplet growth 

equation is of importance and should not be 

neglected by any means in fog modelling. 

3 ADVECTION SCHEME 

The unique description of the particle 

spectrum does not qualitatively distinguish 

between humidified condensation nuclei and 

droplets, and therefore includes the direct 

simulation of the activation process. 

However, realizing this concept requires an 

efficient numerical scheme for integration 

of the budget equation of the spectrum which 

has the form of a conservative advection 

equation. In order to enable moderate 

timesteps of about 15s, the scheme must be 

adequate also for Courant numbers greater 

than one, where customary methods fail in 

general. In order to avoid this difficulty 

an algorithm was developed which is not 

based on a difference approximation of the 

differential equation but on its integral 

solution: 

represented 

The 

by 

distribution 

mean values 

fun ct ion 

over the 

numerical grid cells is approximated by a 

piecewise linear function with nodal points 

at the walls and midpoints of the cells. The 

nodal values are obtaine,d from cubic 

interpolation and the requirement that the 

mean values 

reproduced 

function. 

over the 

correctly 

Additionally, 

cells should be 

by approximation 

the discrete 

velocity values are extended to a continuous 

function by linear interpolation. Within 

this field the Lagrangian equation of motion 

for the individual particles is integrated 

backwardly in time from tn+1 to tn in order 



to obtain the original pc,sitL,ns of 

Pa1°ticles at time tn as function c,t their· 

new positions at tn + 1 These calculations 

are carried out analYtically for· all 

particles at cell-wall positions. New cell 

mean values then are obtained by integrating 

the piecewise linear approximation of the 

old distribution over the region between the 

original positions of the two walls of each 

grid cell. 

0.00 

Fig. 1: 
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The accuracy of the resulting scheme is 

demonstrated in Fig.1 for the case of a 

linearly 

comparison 

increasing 

with the 

velocity 

exact 

field by 

analytical 

solution (dotted line). The quantity Tis 

the total integration time which is 

subdivided in 10 timesteps dt, u0 is a scale 

velocity and dx the grid distance. 

4 RESULTS 

The complete fog model was applied to an 

early October situation in the midlatitudes 

of the northern hemisphere. The simulation 

starts at 14:00h with a temperature at 

shelter height of 12°c. The specific 

humidity is 6g/kg and the geostrophic wind 

2m/s. The aerosol consists of 56% ammonium 

sulfate, 24% quartz and 20% soot. while the 

particle spectrum is subdivided into 8 

aerosol and 35 water classes. The model 

results fog formation at 23:00h 

increasing to a height of 44m at sunrise. 

Fig.2 displays the 3imulated droplet 

spectrum at 07. 00h. The two peaks at the 

left part of the distribution are numerical 

artifacts. 

par·t icles 

They represent unactivated 

and are due to the coarse 

resolution of the aerosol. 

clN 
dlnr 
100 

10 

07:00h 

r[µmJ 10 
Fig.2: Simulated droplet spectrum 'aN/ dln(r) 

in cm- 3 at 07:00h. 

After sunrise the fog height increases 

further to its maximum value of 64m at 

09:00h with a maximum liquid water content 

of 0.38g/m 3 • At 11:00h fog dissipation 

begins at the ground and is complete at 

12:30h. fig.3 shows the remarkable reduction 

fo the larger aerosol particles by the fog 

due to nucleation scavenging and droplet 

settling. 
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Simulation results are auite encouraging and 

seem to indicate that the PhY3ical basis of 

the model is auite realistic. 

:, REFERENCES 

DAVIES, R.: Response 
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SMALL SCALE STRUCTURE OF A RADIATIVE FOG. 
A NUMERICAL STUDY 

Piotr K. Smolarkiewicz 
National Cent.er for Atmospheric Research 1 

Boulder, Colorado, U.S.A. 

1. INTRODUCTION 

Despite a number of fog field programs and numerous 

mode.ling studies during the last half-century, there is 

still no satisfactory explanation of the formation and 

growth of radiative fog. There is considerable con-

troversy concerning the role of small scale dynamic 

activity, traditionally attributed to turbulence, in the 

radiation fog development. One set of observations 
' 

e.g., ROACH et al. (1976), suggests that fog forms 

during a lull in turbulence, while another set of obser­

vations, e.g., LALA et al. (1982), suggests that inten-

sifted turbulence stimulates fog development. Model­

ing studies show similar discrepancies. For instance, 

the calculations of DROWN and ROACH (1976) pro­

duced earlier and thicker fog formation due to re-

duction in a parameterized turbulent diffusion, while 

WELCH et al. (1986) demonstrated that turbulence 

generation leads to more rapid fog development and 

to larger liquid water contents. The traditional ap­

proach to the radiative fog evolution emphasizes mi-

crophysics and infrared radiation transfer where the 

internal dynamics of the fog is heavily parameter-

ized using K -theories (see, WELCH et al., 1986, 

for a review) or methodology of higher-order closures 

(OLIVER et al., 1978). In spite of the disagreement 

on the role of turbulence in the fog evolution, there is 

little doubt that the event is sensitive to the dynamic 

activity in the surface layer. Thus, parameterization 

of the fog dynamics may strongly influence model re-

suits. To minimize turbulence parameterizations we 

adopted a direct simulation approach of the small 

scale fog motions. 

David Fitzjarrald 
State University of New York at Albany 

Albany, New York, U.S.A. 

2. MODEL SUMMARY 

We hypothesize that fog evolution is fundamentally 

a Benard convection problem, determined primarily 

by dynamics of the stratified fluid subject to imposed 

wind shear and volume cooling due to the bulk prop­

erties of the radiation transfer. We have performed 

a series of numerical experiments using the nonhy­

drostatic, anelastic model of Clark (CLARK 1979· 
' ' 

CLARK and FARLEY, 1984; SMOLARKIEWICZ 

and CLARK, 1986). Microphysics and radiation 

physics were parameterized. A modified SOMME­

RIA (1976) radiation scheme was implemented. The 

dynamics was treated explicitly using spatial reso­

lution from 4 to 10 m in both 2- and 3-D. Domain 

dimensions of 400 m were used for the main exper­

iments. These choices were dictated by the ~ 100 

m deep fog layer occurring on the 30 September -

1 October 1982, at Albany, N.Y.. The assumed 

conditions represent an idealization of the tethered 

balloon sounding at 1800 LST: u(z) = 0.0; v(z) = 
.0122z if z ::; 50 or v(z) = 0.00354(z - 50) + 0.61 

if z > 50; 0(z) = 289.28 + 0.0715z if z < 20 or 

0(z) = 290.71 + 0.0019(z - 20) if z > 20; qv(z) = 

-0.048z+10.2 if z::; 25 or qv(z) = 9 if z > 25, where 

u, v, 0, qv, and z are wind velocity components, po­

tential temperature, water vapour mixing ratio and 

height above the ground, respectively ( all quantities 

are expressed in SI units). Based upon rawinsonde 
00 

sounding, c = J pqvdz = l.81ccs] (an important 
L 

constant for the upper boundary condition in radi-

ation scheme) was used. Since the radiative cool­

ing alone was insufficient to result in condensation 
' 

we have specified, based on available data, a surface 

1The National Center for Atmospheric Research is sponsored by the National Science Foundation 
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turbulent heat flux, FH = -10 W /m2 , randomly per­

turhe<l with e<]nal amplitude white-noise to initiate 

condensation. After condensation occurred, the sign 

of the heat flux was reversed (roughly to simulate 

the observed upward soil heat flux). Subsequent fog 

evolution was not sensitive to the surface flux im­

posed, and was controlled by the infrared radiative 

transfer and the environmental structure. When no 

surface heating was imposed underneath the model 

fog, downward convective motions were too weak to 

remove the surface layer inversion. 

3. DISCUSSION OF THE RESULTS 

The 2- and 3-D experiments produced similar fog evo­

lutions, which were in the rough agreement with ob­

servations. After ~ 2 h of a shallow patchy fog, the 

fog grows to ~ 100 m depth with the convective eddy 

structures (with vertical vs. horizontal aspect ratios 

evolving from~ 1/2 in the early stage to~ 1/1 aftyr 

six hours) and spatial scale determ,ined by the depth 

of the fog. A characteristic strong inversion forms at 

the top of the fog layer, with thermodynamic model 

variables resembling the Heaviside function. Simi­

larity between the 2- and 3-D simulations (the 3-D 

fog was somewhat shallower and colder than the 2-D 

one) and insensitivity of the fog growth to the wea.k 

random surface heating ( described earlier) suggests 

that the evolution of the fog layer is not necessar­

ily related to the surface layer turbulence but rather 

to the dynamics of the fog top interface which in 

turn depends on the environmental structure (sta­

bility, shear, moisture) evolving continuously due to 

imposed volume sources/sinks of heat related to the 

infrared radiative transfer and water phase exchange. 

To assess the role of explicit dynamics we performed 

1-D exprrimf'nt.s equivalent to the multidimensional 

simulations. Without introducing a diffusive term 

into the thermodynamic equations, the fog layer did 

not grow. This result has a simple interpretation. It 

is easy to show ( assuming simple radiation scheme 

494 

parameterization) that at the interface ?f the two­

layer fluid, with zero liquid water content in the up­

per layer, the divergence of the radiative flux is not 

well defined, i.e., 8
{: ~ 8(z - H) (where H is height 

of the interface and 8 is the Dirac delta distribution). 

As a result of this discontinuity, in an initially stable, 

idealized two-layer fluid, the condensation in an arbi­

trarily small distance above the interface is effectively 

prevented and the interface becomes an infinitesimal 

thin layer of unstable stratification. Developing in­

stability will disperse the interface and consequently 

cool the adjacent layer aloft. This in turn would lead 

to the condensation and rise of the interface. Cer­

tainly, one-dimensional models are incapable to ren­

der this process, and, in order to do so, they require 

specification of some diffusive mechanism. Naturally, 

the results will be strongly dependent on the diffusion 

rate specified. Figure 1, shows the depth of a one­

dimensional fog after six hours of evolution versus the 

mixing coefficient, K. The dashed line represents the 

mixing length scale, lm = ( K · tGh) ½. It is apparent 

that the increasing weak mixing, which results in the 

mixing length scale comparable to the depth scale of 

the interface (grid interval in a low resolution numer­

ical model), stimulates fog development, whereas the 

increasing strong mixing, which results in the mixing 

length comparable to the depth of the entire fog layer 

retards and finally inhibits fog development. This ap­

parent sensitivity of the fog growth to the diffusion 

rate assumed does not necessarily imply leading role 

of. the surface layer turbulence in the fog evolution. 

In the direct simulation experiments discussed ear­

lier, the eddy mixing coefficient was ~ 10-3 m 2 /s 

throughout the fog layer with a distinct peak at the 

interface. Similarly, the resolved Reynolds fluxes of 

heat, moisture, and liquid water were on the order of 

· unity when expressed in W /m2 throughout the fog 

layer, with characteristic jump at the fog interface. 

Thus, in the cases considered here it is not a surface 

layer turbulence, but rather instability at the fog top 



interface, which drives the fog and produces inter-

• nal fog convective circulations similar to those in the 

classic Benard problem. 

One should realize that the h(k) curve has no uni­

versal character and will be strongly dependent on 

the environmental conditions and the infrared trans­

fer formulation. On the other hand it may help to 

explain the controversy on the role of turbulence in 

the fog evolution. It is apparent from Fig. 1 that 

both results are possible. The local variability in the 

environmental conditions due to a variety of exter­

nal forcings may both enhance and retard growth 

of fog, depending upon the evolution of the fog in­

terface. Also, in a case of strongly turbulent fog, 

increase in turbulence intensity may lead to fog dis­

sipation, whereas in a weakly turbulent or effectively 

laminar fog, an increase of turbulence may lead to 

faster fog development. Further progress in under­

standing radiative fog processes requires systematic 

studies ·relating internal fog dynamics to the envi­

ronmental conditions. It is highly unlikely that one­

dimensional models can offer any substantial infor­

mation on this issue, howevN, they may help to es­

tablish important sensitivities to the formulations of 

the microphysics and the infrared radiative transfer. 
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NUMERICAL STUDIES ON THE EVOLUTION OF RADIATION FOG 

Wolfram Wobrock 

Institut fur Meteorologie und Geophysik, Universitat Frankfurt a.M., FRG 

1. INTRODUCTION 
Recent investigations in fog modeling have 

the objective to predict the meteorological 

parameters as well as the micrometeorological 
data, i.e. droplet spectra and the pollutants 
in the droplets. Correct simulations of the 
uptake of trace constituents through a cloud 
system involve a detailed microphysical con­
cept for the liquid water phase. The inclu­
sion of detailed microphysics in a fog model 
is also reasonable in order to describe the 
physical processes as precise as possible. 

The main purpose of this study is thus to 
use a detailed microphysics in a dynamic 
framework in order to verify the model re­
sults against field observations and to 
investigate the reasons for the formation of 
dense fog. As even today there is doubt 
about the conditions for the formation of 
dense fog. Jiusto and Lala (1983) stated, 
that turbulence can favor fog formation, 
Roach et al. (1976), however, concluded from 

field observations, that turbulence inhibits 
fog formation. 

2. THEORETICAL CONCEPT 
The dynamic model simulates the atmo­

spheric boundary layer up to a height of 
1000 m. As radiation fog is considered a one 
dimensional phenomenon, the model only des­
cribes vertical exchange processes. Herein the 
turbulent mixing is very effective and is 
formulated with the so called K-theory of 
boundary layer meteorology. For a detailed 
description of the model see e.g. Kramm 
(1986). Besides the components of horizontal 
wind speed, the specific humidity and the 
potential temperature the model predicts a 
so-called two dimensional number density 
distribution for aerosol particles and drop­
lets. This treatment allows to simulate a 
continuous transition from dry to wet aerosol 
particles like haze and finally to droplet 
(Wo bro ck et al, 198 6). The time rate of 
changes of the particle or droplet spectrum is 
determined by the turbulent mixing, the se-
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dimentation and the diffusional growth. The 
properties of the ground and the surface are 
considered through a one dimensional soil 
model (Kramm, 1986), predicting soil tempe­
rature and volumetric liquid water content in 
several soil layers. To calculate the heating 
and cooling rates in the atmosphere and at 
the earth surface by solar and thermal ra­
diation, the two-stream approximation of 
Zdunkowski et al (1982) is used. 

3. RESULTS 
To verify the model results against field 

observations, the data of the fog night 
October 19./20. recorded during the Bologna 
Fog Experiment 1986 in Italy (Beltz et al, 
1987) were used. As the wind-, temperature­
and humidity profiles at the beginning of the 
night were not known the model was initia­
lized with three different soundings, which 
are displayed in Fig. 1 for the lower 100m of 
the atmosphere. The simulations start at 

5.40p.m., around 1 hour after sunset. The 
numerical integration of the model yields a 
persistent and dense fog for initial sounding 
A. This was also recorded by the observers. 
For case B the model produces an unsteady, 
short fog and for case C a light fog starting 
2 hours before sunrise. 
100 
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Fig.I: Initial profiles of rel. humidity RH and 
temperature T for the model cases A,B and C 

During the first two hours of the simula­
tions the characteristic evolution in the so­
called sundown stage is nearly identical in 



all three cases: The temperature near the 
ground decreases around 3°C/h (see Fig.2a), 
the relative humidity increases near 100% 
and the very stable stratification results in 
the formation of a low level jet. With the 
beginning of the adjacent stage, the so­
called conditioning stage, the evolution of 
the three simulations differs significantly. 
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Fig.2a: Time evolution of observed and cal­
culated temperature for case A 

In case A, which resembles a typical 

dense radiation fog, the temperature decrease 

drops to 1 °C/h (Fig.2a), in agreement with 

10
3
_t:-~c"'""-+''--':c-'--"-+"'---~'r---~~.......---.-,-'-~--r-~.......-LL.,.~ 
16 0 10 

local time 
Fig.2b: Time evolution of observed (1.5m) and 
calculated (2m) LWC for case A 
moisture from the layer 17-35m results in 
the formation of fog. The fog rapidly becomes 
dense with a LWC of more than 0. lg/m3 and 
a height of around 25m. Hereby it is most 
important, that the dense fog only develops 
when the moisture flux from above is not 
exceeded by the moisture transport to the 
ground. This is illustrated again by the 
results of case B. 

the observation (after 8p.m.) and the classi- l:utzl 20 

fication of Jiusto and Lala (1983). The at- 1,1m2s1 FElt(zl 

mosphere near the ground exceeds saturation °,25 (W/rrt) 

10 
for short periods, consequently a brief and 

weak fog in the lower 2m was observed (Fig 

2b). The model reproduces the increase of 

rel. humidity at 8p.m., although the at­

mosphere remains subsaturated and thus only 

haze forms. The temperature curves (Fig.2a) 

show that both observed short fog formations 

at 6.30p.m. and 8p.m. are coupled with signi­

ficant warming. Since these fog events were 

very shallow and light, this warming was 

obviously not caused by the latent heat of 

the condensation process nor by the emission 

of thermal radiation from the fog itself. The 

illustration for the calculated moisture fluxes 

(Fig.2c) shows, that the mixing of humid air 

from above results in the increase in rel. 

humidity at 8p.m .. As the eddy moisture flux 

is always associated with a turbulent heat 

flux (see Fig.2c) the turbulent mixing of 

warm air from above produces the tempera­

ture increase around 8p.m .. 

In the course of time low temperatures and 

high rel. humidities extend to higher levels 

and the stable stratification in the lower at­

mosphere weakens significantly. In case A 

the onset of the turbulent fluxes of heat and 

0 0 

-10. 
-0.25 

.;?O. 

18 21 O time(h) 3 6 9 

Fig.2c: Calculated moisture fluxes (case A) 
between the layers 0.5-2m (1), 2-7m (2), 7-
l 7m (3), l 7-35m (4) and 35-57m (5), ---is 
the heat flux between 7-l 7m 

Due to the higher rel. humidity in the 
first 7m for case B the simulation shows a 
shallow fog at 7.20p.m. (Fig.3a). The onset­
ting moisture flux from above at 7.40 p.m. 
(Fig.3b) cannot exceed the transport into the 
ground. The associated heat flux helps to 
dissipate the shallow ground fog (Fig.3b). The 
lower layers dry out and only haze forms 
again shortly before sunrise. 

In case C the conditions for fog were 
reached very late at night, since the initial 
humidities were significantly lower (Fig.I). 

During the mature stage, which starts 
with the formation of dense fog, the cooling 
of the surface and the lower layers ends. 
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The simulation for case A shows a light 
warming of the air (Fig.2a), (mainly caused 
by the heat fluxes), which is typical for the 

beginning of the dense period. The obser­

vation only noted constant temperatures. The 
persistent dense fog dissipates near the 

ground at around 4p.m .. This decrease in LWC 

is due to the heat transport from above, 
which is mainly caused by the thermal ra­
diation of the dense upper part of the fog 
layer. The simulated fog has reached now a 

height of around 45m. The temperature pro­

file in the lower part of the fog becomes 
isothermal and finally slightly superadiabatic, 

thus a new cooling starts near the ground 
associated with a small increase in rel. hu­
midity and LWC. The fog dissipates around 
two hours after sunrise, when the incident 

solar radiation causes a heating of the sur­
face and the upgoing heat flux dissolves the 

fog from below. 
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Fig.3a: Time evolution of calculated LWC for 
case B and C in 2m (-) and in 7m (---) 
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Fig.3b: Same as Fig.2c, only for case B 

The various results show, that the forma­
tion of fog was essentially influenced by the 

turbulent fluxes in the surface layer. These 
results are in principal agreement with those 
of Jiusto and Lala (1983), ("turbulence early 

in the evening may inhibit fog whereas later 

in the evening, turbulent mixing can inten­

sify fog"). Their observations of turbulence, 

however, were only based on the increase in 
wind speed when fog forms. In contrast, the 
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model in most cases predicts high wind 
speeds prior to the fog (caused by the LLJ), 

which weaken considerably with the onset of 
fog. On the other hand own model results, 

which are not displayed here, have shown 
that during long persistent fog nights when 

wind speeds in the lower 20m are less than 

1.5 m/s further fog enhancement results in 
higher turbulence and an increase in wind 
speed of 0.5-1 m/s. 

4. CONCLUSION 

The simulations have shown that the eddy 
transport of heat and moisture mainly deter­

mines the wind structure of a fog field. Con­
sidering this thermodynamic forcing of tur­
bulence and not only its dynamical impact, 
the statement of Roach et al. (1976) that 

"turbulence inhibits fog formation" has to be 
reviewed. This statement resulted from their 

frequent observations that windspeeds of 1-2 
m/s prior to a dense fog event decreases to 

0.5 m/s when the fog evolves. The model re­
sults suggests, however, that this is an ef­

fect of an increase and not a decrease in 
turbulence during the fog formation. Future 

theoretical and experimental investigations 

should thus consider in particular the influ­
ence of thermodynamic turbulence on the 
formation of fog. 
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A Numerical Study of Mesoscale Perturbations in Stratiform Boundary Layer Cloud Fields 

Michael Tjernstrom 

Department of Meteorology, Uppsala University 

Uppsala, Sweden 

1. INTRODUCTION 
Development of stratified clouds in the atmospheric bo­

undary layer (ABL), as well as the related turbulent 

structures and its interactions with other processes, has 
beeµ studied in some detail over the last decades. Such 
studies have been based on observations (Brost et. al., 

1982a and b) or numerical simulations. These numerical 
studies have been performed both with ordinary higher 
order closure models {Oliver et.al., 1978) and "Large 
Eddy models" (Deardorff, 1980). Important knowledge 

has, in this way, been gained on the different processes 

in such clouds. Most such studies are, however, perfor­

med with basically one dimensional models. On the oth­

er hand, much work has, during the same time, been 

devoted to studies related to so called mesoscale pheno­
mena (cf. e.g. Atkinson, 1981), and a number of such 

circulations has been identified and studied, also both 

through observations and numerical simulations. 

In the present work, the aim has been to develop a mo­

del that combines the detailed description of the ABL 

processes vital to stratified boundary Jayer clouds, from 
a higher order closure ABL model, with a mesoscale 

model. This is done in order to investigate the influence 

of mesoscale circulations or perturbations on such 

clouds. 

It is believed that some of the difficulties in the valida­

tion the existing ABL models may be ascribed to the in­

fluence of such mesoscale systems, caused by the fun­
damental three-dimensionality of meteorological prob­

lems and the scarcity of basically homogeneous areas. 

The use of a model capable of describing both vital ABL 

properties and mesoscale circulations should be able to 

give valuable insights into the physics of the interactions 

between different processes and different scales. 

2. THE MODEL 
2.1 A Brief description 
The model used for this study is a hydrostatic 2D or 3D 

mesoscale model with terrain following coordinate sys­

tem (Pielke and Martin 1981), using a higher order 

parameterisation for ABL turbulence ("Yamada-Mellor 

level 2.5", Yamada and Mellor, 1979). Other para-

meterisations included are a radiation parameterisation 

for both shortwave and longwave radiation, a sub-grid 

scale condensation scheme and a simple energy balance 

scheme for the lower surface (optional). The model has 
been tested against measured data from an area in south­
western Sweden, featuring terrain forcing on the meso­

y -scale (Tjemstrom, 1987a and Enger, 1988a) giving 
encouraging results. For a detailed description of the 
model, see Tjemstrom (1987d). 

2.2 The condensation parameterisation 

Both the temperature (81) and humidity (R) variables in 

the prognostical equations are chosen so that they are 

invariant to phase changes between vapour and liquid 
water. It is then assumed that the instant value of the sa­

turation deficit, expressed with these invariant variables, 

is distributed around its gridvolume mean value accord­

ing to a Gaussian probability density function (PDF). 
The volume containing liquid water and the mean a­
mount of liquid water, inside such a gridvolume, is then 

calculated by integration of every possible saturation 

deficit contributing to liquid water, using that PDF, as 

Cf = o. s-( 1-erf( ~;)) 

= Cf-.6.R + 
-ili 

where 

CTf 

and the parameters Al and 81 relates th~ invm-iant and 

the ordinary thermodynamical variables and erf is the 

error function.The standard deviation of the saturation 

deficit can be expressed with the variance of R and 81 

and their covariance.The calculation is done prognosti­

cally, adding the prognostical equations for these mo­
ments from the "level 4" closure these variables. 

3. THE EXPERIMENT 
3.1 Terrain height differences 
A great number of simulations where carried out for a 

cloud capped ABL with different upstream cloud base 

and cloud top heights. Three types of terrain geometries 
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were studied, i.e. an escarpment, a ridge (both 2D simu­

lations) and a hill (3D simulations). The maximum height 

of the hill/ridge top was at 150 m and a the halfwidth 

was 2 km. It was found that the variations in local cloud 

base heights could be very much larger than what is mo­

tivated by the terrain geometry only. When the stratifica­

tion was stable, it was found that the cloud base heights 

were reduced, also in heights above sea level and vice 

versa for unstable stratification. Fig. 1 shows one typical 

examDle of such a cloud base descent. 

E 

':so -25 o 25 (km) 
Fig. 1 A cross section showing an example of the cloud base de-

scent, when the cloud capped ABL approaches higher terrain. 

This behavior was analysed in terms of the effect of adi­

abatical lifting, for cases with stable stratification. It was 

found that the magnitude of the maximum cloud base 

height descent from the model agreed well with what 

would be expected from this simple theory. 
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Fig 2. Scatter-plot showing the scaled adiabatic cloud base descent 

(Fad) plotted versus the scaled cloud base descent from the 

numerical model 

Some deviations from this conclusion was evident. It 

was found that for less stable cases, the increased mixing 

due to the increase in TKE, when the air approaches the 
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terrain obstacle, was more important than adiabatic lif­

ting. It was also found that higher upstream clouds suff­

ered less reduction in cloud base heights, than was ex­

pected from the simple theory. A wave in the lee of the 

hills/ridges was also present in practically all cases. The 

amplitude of this wave was found to agree well with 

"hydraulic jump" theory for some of the cases, with lin­

ear analytic wave theory for other cases, but a large 

number of cases could not be accounted for by any of 

these theories. The most striking feature of this wave is 

its ability to increase the height to the cloud base and, at 

times to dissolve the cloud completely. The magnitude of 

these phenomena could, however, not be explained with 

any simple model. The three dimensional simulations 

was found to reveal a more complex pattern in the cloud 

field. When the stratification was increased, the airflow 

chooses to move around the hill, rather than above it, be­

low some point along the slope. This causes divergency 

above the hill and subsequent subsidence. The lowest 

cloud base for these cases was thus found to be "hanging 

down" on the upstream side of the hill, agreeing relative­

ly well with the reduction in cloud base heights expected 
from adiabatic lifting, but the cloud base heights above 

the hill was higher than otherwise expected. 
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.. 

\ .. . . so 
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20 

Fig. 3 Isolines showing spatial variation of the cloud base height 

for the case of a hill. Thick lines arc cloud base height above sea­

surface and dashed lines is the topography 

3~2 Shore line effects 
3.2.1 Advection out over warm water 
In these simulations, a cold or cool ABL was advected 

out over warm water. In the first set of simulations, the 

upstream ABL was cloud capped and only slightly stable 

(near neutral), with a typical surface temperature diffe­

rence of 5-6°C. It was found that for these cases, the 

cloud base practically always descended when advected 

out over water. The cloud base height reduction took 

place in two stages, one first stage, close to the shore 

line, were the cloud base descended rapidly, and differ­

ently for different cases and in a "rugged" manner, and a 

second stage, further downstream, were the clouds 



descended more orderly, smoothly and in a similar man­
ner for the different cases. 

25 50 75 1km) 

Fig. 4 Cross section of a cloud that is being advccted 

out over warm water 

This two stage behavior is believed to be the effect of a 
coupling between the drastic increase in low level buoy­

ancy production of TKE and the higher level absence of 
stability. There is no stability present in the ABL to pre­
vent this increase in turbulent production to propagate up 
through the ABL and to mix the high levels of ABL hu­
midity close to the surface through the whole ABL readi­
ly. Further downstream, the ABL turbulence fields be­
come more balanced, thus the smoother second stage. 

This picture was changed if the upstream ABL -:vas stab­
le, i.e. with a surface inversion. These test were perfor­
med for upstream cloud free conditions. Here, the sur­

face temperature differences was 15-18°C and the up­

stream ABL temperature increased 10°c within the low­
est 200m. For these cases, the ABL stability tends to 

damp the growth of a new ABL and the transition to a 

convective marine ABL is much more smooth. Clouds 
will or will not form in this new ABL mostly depending 

on the humidity in the upstream ABL. 

0 ~---"'--------'---:f:-----=--:-:---:-' 
·25 0 25 50 75 1km) 

Fig. 5 Sarne as fig. 4, but for a case with a stable cloud free up­

stream ABL, and a larger difference in sea-surface temperature 

These cases, also, were re-modelled using a simple 
"mixed layer" model, which was partially successful in 
simulating these features (Tjernstrom, 1987c). 

3.2.2 Sea-breeze driven fog recirculation 
When the annual minima in sea surface temperature coin-

cides with a time of year with frequent radiation fogs, 
and the solar elevation angles at the same time begins to 
be hight enough that solar radiation may disperse these 

radiation fogs relatively rapidly, the surface heating may 
also result in a weak sea-breeze system that may "re-ad­
vect" the fog, still present out at sea in over the shore line 
again. The simulations show this to be a very delicate 
balance between optical thickness of the fog, time of year 

and synoptic situation. This type of weak sea breeze 
have winds of only 2-4 m/s and a vertical thickness of 

only a couple of hundred meters, so the presence of even 
moderate synoptic forcing will effectively preventing the 
circulation. If the initial radiation fog is to thick, no dis­
persion will occur, or it will occur to late in the day for 

any recirculation to develop. If the initial fog is to thin, 
there will be a quick dispersal of the fog and a circula­
tion development, but the solar heating will strong 

enough to disperse the recirculated fog right at the shore 
line. Sometimes, however, the fog may be just thick 
enough to prevent emediate dispersal, but be lifted into 

stratus and be totally dissolve by mid-morning. In these 
cases the circulation will advected the sea fog back in 
over the coastal areas (fig.5) and the new fog may be 

dissolved later in the day or remain the whole day. 

10 12 14 16 14 16 

10 14 16 10 12 14 16 

Fig. 6 Time-height cross section showing a 

"re-advccted fog/stratus cloud. 

3.2.3 The effect of internal boundary layers. 
The simulations for this type of flow was carried out for 

a moist marine, slightly stable, ABL being advected in 

over a land surface that is heated during the day. 

For the formation of ABL clouds it is concluded that the 

sea surface temperature is vital. To low surface tempera­

ture will lead to a less moist ABL and no, later or less 

cloud formation. The convergency zone set up by the re­

duction in airspeed over the rougher surface, at least in 
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stable or moderately unstable conditions, is also impor­
tant to cloud formation. Another factor that proved very 
important, to cloud formation, and development is the 
synoptic scale subsidence rate. This is critical in view of 
the difficulty in obtaining an accurate estimate of this va­

riable from routine measurements. 

The formation of a IBL is also important for the develop­
ment of a cloud field. It was found that the IBL in tem­
perature was the most critical for a stratified cloud cover 

being advected inland. When this new ABL grew up 

through the clouds they were dissolved. This causes the 
leading cloud edge to back downstream as the slope of 
the temperature IBL grows during the day. It also has the 
effect that a shallow , low cloud or a sea fog will be dis­
solved close to the shore line, while a higher cloud deck 

will continue to be advected some distance inland, re­
gardless of the amount of solar heating. 

20 20 

OL__ _ _...,,,""""2'Zl~~ 
·20 20 20 

Fig. 7 Cross section of a marine cloud layer that is advected in over 

a land area with a growing convective IBL. 

4.CONCLUSIONS 
The simulations show the, often drastic, impact on strati­

form ABL clouds of mesoscale perturbations in the flow 

field. Such effects has to be taken into account in local 

cloud forecasting. A large part of such work is based on 

synoptical cloud observations, and there is a bias, at least 

in Sweden, in the location of such stations to lower areas 

(e.g. valleys etc), specially in hilly terrain. In a survey of 

all the synoptical stations in Sweden performed by the 

Military Weather Service it was found that practically all 

stations had higher terrain at least in some direction, 

within a 30 km radius. For southern Sweden, the typical 

height difference was 100 m, ranging between 50 and 

250 m. Also, for the case of the shore line effects, up-
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stream observations do not always reveal what will 
happen downstream and the downstream observations, 
out at sea, may be very sparse. 

The use of complex mesoscale models for prognostical 
purposes is probably still many years away, mostly due 
to their demands on computer facilities. Simpler physical 

models and accumulated knowledge (experience and sta­
tistics), will because of this, continue to play a major role 
in local forecasting. This study shows that a complex 

numerical model may be an effective "test bench" for 
such simpler models. A word of caution is, however, 
motivated in this context. A model is but a model and, as 

such, always an over simplification of the real atmos­
phere, and any final conclusions should be based on 
comparisons with real data, obtained from the at­

mosphere. 
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/\ Nurrier· ka I Study or Rael i at ion F<lf~ Ow~r the Yangt?:e River 

(fom Min-wei 1 Pi Xiao-en 

Institute of Atmospheric: Physics, ChinRSP l\e;:idemy of ScifmCP$, 
Hei.iing, Chim1 

Li st of Symbols 

CP specific hent of nir at constant. pressure 
f' rnte of condensation per unit mass of ;:iir 
FN net TT1dintive flux 
g acce I em ti on of P-rav i ty 
G grav i fat i onal sett 1 i ng flux of I i ou id water· 
KH hori?.Onta ! exchange copff ic,iPnl. 
K~.K!,K:.K; verticrd eX(;hange coefficients 
Ks soi I hic:at diffusivity 
I, I atent heat 
M liquid water· mixing ratio (kg/kg) 
P pressure 
P.. n~ferern:e pr·<\<;:-;ure 
q water vapour mixing ratio (kg/kg) 
o. saturntion mixing rat:io (kg/kg) 
R 
II,\,/ 
W"' 
X,1/, 
Z* 
7,i; 
Ztt 

" e 
p 

gr1s const-<1n t. 
componPnt of velocit:v (m/s) 

vertkal (1/,*) eomponent of w:docity 
c:oordim:ttP,s 

trnnsformed height coon1 i nat.e 
r:round elevation 
height of the top of the model 
Exner's function 
potential temperature 
air density 

1 . l ntrodu<'t ion 

Along upper reaches of the Yangtze ~iver, the 
terrains of the banks are very c~omplex. One hill 
after another sits along the river. Some hi I I s 
are very high and steep and some are low and flat. 

The fog haunts in this nrea very frequently, 
especially in winter. Some people there say that 
almost every morning in winter, they find that 
they have been surrounded by fog. · ThRY wi 11 be 
free nearly at noon. In fact, the fog in this 
area does not apPf',ar everywhere. Some dr i vers 
have the exreriences that they might meet heavy 
fog at one Place and at the same time there is no 
fog nt a I I at another pl r1ce only sever,il 
kilometers away, Another int.ere.sting phenomenon 
is that fog never ;:ipp0ars in the Yangtze Gorges 
where the snan of the river is very sma 11 and the 
hills of the banks are very steep. Captains need 
not worry that fog wi 11 rise when their ships are 
sailing along the gorge which stretches more than 
WO ki louieters. All the.se char.-icters of the fog 
in this arr,:1 c1re el ose I y re lated to the water 
sur·face and th<➔ tprra ins of the river banks. 111P 
p11rpose of this p;iper 1s to st.udy t.hPir 
intPractions. 

\,)p u<:;P ,1 transformPrl hP i ght r·oord i nate system in 
ordr->r l:o put 1:fH, P:POP.T~1Phir-;i I features into our 
inode I Pi}S i 1 Y. The vert i ca I coordinate is defined 
by 

ThR (,<mat ions in the '/, * - coorrl i natP systRm arP 
giv0n below 

~=-8~+gZ*-Z.. -~+-=-.CK.,~)+ <-41-)2-•- CK"~) 
dt ax Z.. ax ax ax Z..-Zo ,z• '•Z* 

(I) 

_<!!=_:_CK.,_:!)+ (~)2-•- CK'~) - (~) - 1 ~+_!::__C (2) 
dt ax ax Z..-Zo •Z* '•Z* Za-Zo pC, •Z* C, 

~=_:_(I(,,~)+ (~)2 -·- (KP~) -c 
dt ax ax Z«-Zc aZ* z aZ* 

~=_:_ <K.,~) + (~)'-•- <Kz"~) + <~)_:Q_+C 
dt ,x ax ZH-Zc •Z* ,z• ZH-Zc •Z* 

~+ •W* ___ I - (u~) =o 
~x az• Ztt-Zc ax 
,,, Z,,-Zc 
-=- (--)g/ 
•Z* z" e 

where P 
,r =C, (-) R;c, 

Poo 

W*=<~)•W+ z•-z"<u~) 
Zs -Zc Ztt-Zc ,x 

d a a a 
-:::;.-+u-+W*-
dt at .1x aZ* 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

Si nee the scr:1 I e we study on I Y c~overs 20 
kilometers. the Coriolis force is omitted. Of 
<'OIWSP. WP have cisswTIP,d that. r111 PhYskal factors 
;;ii ong th<-' r i Vf-:r ;ir-n homogeneous. For the soi I 
I nYer WP hclVP 

oTs=~(K <>Ts) 
o t oz 5 oZ 

Some dnb1 the morl~) I neerls at the in it. i al ti me. 
P.g. Lhp rlabi of wind. humidity. air tf,mperature, 
soil r.emperature, w;it.er temperature, etc., an, 
ob 1.a i ned from the two cross se('.t; ions that we 
s<, I <>rt for s i mu l al i ng the fog then~. One ser:t ion 
is in Chong-qing. the othc-er is in Fu-I in. 

HPC'c!U<:;P t:hR t.renrls of the river 3 t. the two 
sections ,in~ from WP-SI. to east;. the trends of the 
two sections <1rP from nor·th to south. 1he 
preva. i I i ng winds Ptt the two p I acP,s in winter ar·e N 
co inc i rlenta 11 y. Considering that the river is 
only about 1000 m wide, we,<~hoose 200 m hori?.Ontr1I 
grid interval . In thP verti ca I we use 20 layers 
with vnr-iablc, grid space. The fir-st grid space is 
10 m and the others increase at a rate of 1.2. 
The tor of rnw m<xiel is nt about 1800 m. fn soi I 
we use 10 levels with constant grid spacing of fi 
c:m. The time step is 30 s. 
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We only care for the fog in winter there. The 
simulating time is frOIII 2():0() to 06:00 

At the initial time we specify M=O. 

3. The Resu I.ts 

After sunset, the soi 1 surface temperature begins 
to ~re.ase. However, the water temperature 
varies very slightly in a short time due to large 
he.at capacity of water. At the initial time ( 
20:00) , the soil surface temperature is about 3 
oogrees lower than the water temperature . This 
difference of temperature generates a circulation 
similar to that of the sea breeze. Furthermore, 
another circulation is caused by differential 
coo I i ng between the air over the top of hi ll and 
that over the va I ley. Thus the local wind 
consist'> of the two drcu lat ions. Because the 
prevailing wind in this area is very weak ( about 
0.5 m/s below 10 m and 3.6 m/s above 1500 m ), the 
loc;:il wind certainly plav a main role in affecting 
the fog. In other words, both the Yangtze River 
and the terrain of the banks p]ay important roles. 

3.1 The Role of the Terrain 

The effect of the terrains on forming and 
ckveloping of fog is secondhand through the wind 
field. The wind partlv controlled by the terrain 
makes main contribution to the forming and 
developing of fog. 

Fig(]) shows the distribution of liquid water 
content in Chong-qing at 06:00. 
1500 

1200 

s 

- land surface ,,_,.,,.., water surface 

Fig(l) Distribution of liquid water content (g/kg) 
in Chong-qing at 06:00 

The top of fog is specified by the 0.01-isoline of 
liquid water content. There is another river 
c-,alled the .Jia-lin River at the north of the 
Yangtze Rivflr. From Fig(l), we can get a general 
picture of the fog there. Noticeable feature is 
that thfl height of fog over the banks far from the 
river is only about 150 m to 2..150 m, while that 
over the river is more than 500 m. We think that 
there are three factors which should take the 
resPOnsibility for the result we mentioned above. 

The first factor is the different stability 
between the air over the river and that over the 
banks. Fig(2) shows the temperatur.e profiles and 
the exchange coeff icie.nt profiles over both the 
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river and the banks. Obviously, there is a 
inversion layer above the banks. On the contrary, 
there is no inversion layer over the river due to 
the higher temperature of the water. Thus the 
moisture and liquid water over the river can 
diffuse up e,asilv. The exchange coefficient 
profi 1 es a I so refl ect the different stab i l i ty over 
the two places. 
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200 ... 
:i: 
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i;j 100 
:i: 
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20 

2 

TEMPERATURE < C) 
4 6 8 10 

0.5 1.0 

EXCHANGE COEFFICIENT < m 2/S) 

Fig(2) Temperature and exchange coefficient 
profiles above the river and the 
banks in Chong-qing at ()6:()() 

-- temperature over the bank 
----- temperature over the river 
---- exchange coefficient over the bank 
•······ exchange coefficient over the river 

The second factor is the plenty of moisture coming 
from the river that makes it POSSible that fog can 
re,ach a higher level. About how the river affect.s 
fog in this area will be discus.sed later. 

'lhe third factor is the terrain which plays an 
imPOrt.ant role because the local wind there partly 
relys on it. Fig(3) shows the horizontal wind 
field. General I y speaking, there are two 
circulations on both sides of the Yangtze River. 
They converge at lower level over the river. Of 
course, they wi 11 diverge at a higher level. At 
the convergent arE>,a, there is a strong updraft 
which might re..ach more than 0.2 mis at some level. 
It is the updraft that would carry the moisture 
and liquid water to higher level. If the terrain 
in this section is totally flat, the circulations 
and the updraft might not be so strong and the 
situation of fog might be different. 

Fig(4) shows the distribution of liquid water for 
content the flat terrain. The height of the fog 
above the river can only reach 260 m instead of 
500m. 
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Fig(3) Distribution of horizontal wind (m/s) 
in Chong-qing at 06=00 
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Fig(4) Distribution of liquid water content(g/kg) 
for the complete flat terrain at ()6:()() 

Up to now, we may have a conclusion that the 
IIIOUiltain slapes on both sides of the river are 
very favorable for the fog to reach a higher 
level. But things can be changed to the opposite 
direction if the slopes are too steep. 

Fig(5) and (6) show the distribution of liquid 
water content and horizontal wind field in Fu-lin 
at 06:00. The mountain slope at the north of the 
Yangtze River is steeper and longer. Noticeable 
feature is that the fog in this slope is sparse 
and the height of the fog is very low. The liquid 
water content in this slope does not exceed 0.2 
g/kg and the height of fog is only about 30 m, 
while at other places, it is more than 150 m. 
Fig(6) can give the explanation that why fog at 
this slope is different from that at other place..s. 
Because of the steeper and longer slope, the wind 
in this slope is much stronger than that in any 
other· places. It is well known that the strong 
wind is disadvantageous for the fog to form and 
develop. Therefore it is possible that fog may 
form at.one place but could not form at another 
place only short distance away. 

Now it seems that the effect~s of the terrains on 
fog are not exposed completely. Let's double the 
height of the terrain in Fu-1 in and see what will 
happen. 

Fig(7) and (8) show the distribution of liquid 
water content and horizontal wind field in Fu-lin 
at 06:00 under the condition of doubling the 
height of terrain. 
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Fig(S) Distribution of liquid water content (g/kg) 
in F'u-lin at 06:00 
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Fig(6) Distribution of horizontal wind(m/s) 
in Fu-lin at 06:()() 
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Fig(7) Distribution of liquid water content ( 1;/k1:) 
under the conditions of doubling the h,-dfdi!. 
of terrain in Fu-1 in ::tt 0(3:00 
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F'ig(8) Distribution of horizontal wind (mis) 
under the conditions of doubling the height 
of terrain in Fu-lin at 06:00 
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From Pig(7), we can see that nP.arly no fog appears 
there. This result can easily be understood after 
looking at the distribution of the horizont.al wind 
field. The drculations are much stronger than 
those in normal terrain. We can use this result 
to eXPlain the phenomenon that why fog never 
i'!PPE'.ars in the Yangtze Gorges. Of course, under 
the actual conditions, the circulations are not 
the only reason for the Phenomenon. The companent 
of the wind along the river also takes the 
responsibility for that. The companent sometimes 
is re,al ly strong, Anyway, th0 drculations are 
very important. 

~-2 '[he Rol0 of the Riv0r 

'[he effects of the Yangtze River on fog include 
two parts. On0 is the circulation caused by the 
rlifferential heating between the air over the 
river :-md thHt over the banks. The circulation, 
like the circulation of mountain and valley, 
affects fog secondhandly through the wind field. 
[f the difference between the water temperature 
and th0 soil surface temperature is not very big, 
the <:>ir<:>ulation might not be import.ant. The other 
is that the Yr1ngt,;;,;e River provide,s necessary 
moisture. 

Making a <:>omparison between Fig(l) and Fig(5), we 
can find that the fog nPar the river in Fu-1 in 
does not reach the height which it can reach in 
Chong-qing. The height of fog over the river is 
only r1bout 150 m instead of 500 m. Also, the fog 
is sparser in Fu-lin. 

'lne noticeable difference between the two sections 
is the span of the river. The span of the river 
in Fu-lin is only about half of that in Chong­
qing. It is cert,ain that the moisture coming from 
the river in Fu-lin is much less than that in 
Chong-qim~. Therefore the fog np,ar the river in 
Fu-lin does not reach a higher level and is not so 
hP,ayy. 

ft is no doubt that fog will be sparser and lower 
if there is no moisture coming from the river. 
Assuming that it is not water but soil covering 
the arp,a of the river, the situation of fog wi 11 
be greatly different. Fig(9) shows the result. 

1500 

!ZOO 

s 

Fig(9) Distribution of I iquid water content(g/kg) 
under the assumption of no water in the 
river in Chong-qing at ()6:()() 
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The fog only reaches about 50 mover the banks far 
from the river and 260 mover the river. The 
<:>ontent of liquid water does not exceed 0.2 g/kg. 
This situr.1tion of fog is not due to the strong 
wind. hut. the lack of IOOisture coming from the 
river. 

Comparing with Fig(1), we can realize the 
importance of the river. 

Actually, we have overestimated the content of the 
liquid water. [f there is no water, at the 
initial time the vapaur mixing ratio there can not 
r0,ach the value we observed at the section of 
Chong-qing. ]n this case, the fog wi 11 be much 
sparser ~nd lower than that showed in Fig(9) and 
even ~,an not form. 
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PRECIPITATION MECHANISM OF PRECIPITUS STRATIFORMIS OVER JILIN 

PROVINCE IN SPRING 

Wang Xue-tin Jin De-zhen Li Yong-zhen Zheng Chun-ri 
Meteorological Institute of Jilin Province 

!. INTRODUCTION 

Jilin Province was the first to do artificial 
precipitation experi ■ent in the mainland of China 
since 1958.From 1963 till 1986 there are 660 sor­
ties for cloud seeding experi ■ent, aaong them 130 
times for research with special designs. The great 
a■ount of data about the structure and precipita­
tion mechanism of precipitus stratiformis were 
obtained by aircraft, satel ti te, Radar, radiosound­
ings and surface equip■ents[l]. The principal ob­
jects of research were precipitus stratiformis in 
rain band of weather syste■. Their precipitation 
rate ranges fro■ 0. 111111/hr to 3. 011111/hr, and the te­
mperature of cloud top is about -1o·c-2o·c. 

2.SOURCE OF ICE CRYSTALS 

Comprehensive analysis reveal three princip­
al source of ice crystals in As-Ns. 

2.1 Activization of Ice Nuclei 

The number of activized ice crystal fro■ ice 
nuclei presents exponential distribution with te­
■perature.We may write, 

N = N.-.: EXP<-2T) 
Fig!. illustrates distribution of active ice nuc­
lei with temperature in BEIJING AND BAICHENG [2], 
[3]. The temperature of cloud top As-Ns over Jilin 
province normally is the range of -1o·c-2o·c. So 
the concentration of ice crystal should be 1.0/L 
- 5. 9/L. 
Density of 
Active Ice 
Nucleus 150 
(pcs/ l)I00 

50 

10 
-6-Beijing 

-O-Baicheng 

-!0-14-18-22-24 

Fig I.Variation of ice nuclei concentration 
with temperature 

2. 2 Seeding of Upper Layer Cirrus 

From paper [4] we can see that the concentra-· 
tion of ice crystal aay increases by one order 
magnitude. 

2.3.Muttiplication of Ice Crystal 

According to the condition of Mossops expe­
riment [5], the amount of secondery ice generation 
is about 16. O/L in our province. Further analysis 
shows that ice crystal multiplication may occur in 
deep As op. 

3.Growth of Ice Particles in Supercooled Layer 

We have analysed and calculated mass contri­
bution by sublimation, riming and collision of ice 
crystal with snow crystal [6]. The calculated re­
sults are shown in Fig 2 and Fig 3. 
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Fig. 2.Contributio of Various Increment to 
Total Increment of Precipitation Element. 
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Fig.3.Distribution of Different Layers 
with Al ti tute. 

It is seen in the figures, 
a) In supercooled layer of precipitus stratifor-

111is over Ji Lin province, the principal increments 
of precipitation elements are sublimation and ri­
ming.Great differences exist increasing conditions 
of different increasing process due to differences 
of weather system and cloud Layers 
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b) Relative contribution of riaing processes to 
precipitation eleaent incre■ents is the greatest, 
55% in average, relative contribution of sublima­
tion process to precipitation ele■ent incre■ent is 
iaportent only for individual cases and its average 
is about 25%. 

c)Icreases of precipitation ele■ent ■ass is most 
rapid at the sector about 1 laa above the layer of 
o·c , the re laive increment reaches 40%' there. 

4.CONVERSION OF PRECIPITATION ELEMENTS IN MELT­
ING LAYER AND INCREMENT IN WARN LAYER 

Most of solid precipitation ele■ents are ae­
lted and converted into Liquid drops in melting 
layer[?]. Their relative incre■ent in war■ layer 
depends on depth and liquid water content of wara 
layer. The contribution of aass incre■ent aay be 
very little if condition is unfavourable.But the 
aaxiaua increaent aay reach 70%'-90¾ if condi­
tions favourable. The average increment is about 
20%' 0 
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AIRCRAFT OBSERVATIONS AND SIMULATIONS 
OF ARCTIC STRATUS CLOUDS 

Jorg E. Finger and Peter Wendling 

Intitut fiir Physik der Atmosphare, DFVLR Oberpfaffenhofen, 8031 WeBling, F.R.G. 

1. Introduction 

During summer the arctic planetary boundary layer 
(APBL) is often modulated by low level stratus 
clouds. The high persistence and large extension of 
stratiform clouds has an important influence on the 
radiation budget of the arctic basin during summer 
and on the climate in lower latitudes. The mech­
anisms that lead to the formation, persistence and 
break up of arctic stratus clouds as well as the 
interactions with the tubulence structure of the 
APBL are not fully understood. In order to under­
stand these interactions better we will report on 
results of measurements collected on several flights 
with the DFVLR aircraft 'Falcon 20' during 
MIZEX 84 (Marginal Ice Zone Experiment 1984) in 
the area of the Fram Strait and of simulations for 
one day with a statistical turbulence model of second 
order closure. 

1. Observations 

The 'Falcon' was equipped with standard meteoro­
logical sensors to determine windvector, temper­
ature, humidity and pressure with a frequency of 100 
Hz (Hauf, 1984). The high sampling rate combined 
with a flight speed of I 00 m/s leads to a spacial 
resolution of l m. This is sufficient in order to mea­
sure small scale effects and to apply statistical eval­
uation methods. In addition, low resolution meas­
urements (10 Hz) have been performed of cloud 
microphysical parameters such as cloud droplet size 
distribution and concentration (size range: 2 ... 600 
µm Knollenberg-Probes FSSP and OAP-230X) and 
of shortwave and longwave radiative fluxes (Eppley 
pyranometer and pyrgeometer). During the whole 
experiment seven flights have been carried out, one 
of them will be discussed here. In order to get 
detailed information on the vertical cloud structure 
seven horizontal legs of 12 to 60 km length have been 
flown. A descent made before this sampling pattern 
gives information on the boundary layer structure. 
The stratus cloud layer observed on June 26, 1984 
formed at the western side of a high pressure system 
with center at Novaya Zemlya and extended over an 
area of about 800 x 400 km2• Its persistence was two 
days. 

3 .Simulations 

The applied model consists of three main parts: a 
statistiscal turbulence model with second order clo­
sure (SOC-model), that describes the dynamics of 
the APBL; the cloud mircophysics are represented 
by a simple condensation scheme; the radiative 
transport is calculated by an improved two-stream 
method developed by Zdunkowski et al.( 1982) . The 
SOC-model solves prognostic equations for the hori­
zontal wind components, potential liquid temper­
ature and total water mixing ratio as well as for all 
their second moments, that means variances and 
fluxes. The turbulent diffusion of these second 
moments is parameterized with a downgradient 
approximation. For the time integration of the 
equations the Adams Bashforth scheme with a time 
step of /1 t = 0.05 s has been used due to the choice 
of the vertical resolution /1 z = Sm ( Finger( 1988)). 

4.Results 

The measurements demostrate that the cloud topped 
APBL is to a large degree horizontally homogeneous 
as it is shown in the small variability of the first 
moments (Figure I) and second moments (Figure 2) 
on the horizontal flight legs. The profiles of liquid 
water content, droplet concentration and mean 
diameter indicate that cloud droplet growth by con­
densation dominates, as suggested by Tsay and 
Jayaweera ( 1984) . A deviation from the adiabatic 
liquid water content is only given in the region near 
cloud top, where dry and warm air is entrained, see 
profile of liquid water flux in (Figure 2). 

The evaluation of the data and the numerical simu­
lation show both that the cloud topped APBL is well 
mixed up to the inversion (Figure 1) caused mainly 
by two different processes: 1. at the surface the wind 
shear is the dominating effect that produces a large 
amount of turbulence kinetic energy (TKE). The 
contribution of the turbulent heat and moisture 
fluxes is small due to the small difference in air and 
seasurface temperature. 2. At cloud top TKE shows 
a secondary maximum due to stong windshear and 
destabilization by radiative cooling. The resulting 
large entrainment transports cool and moist air par­
cels from the PBL to the free antmosphere against 
the thermal stability. The radiative cooling is iden­
tified to be the most important physical prozess of 
the stationary APBL that produces up to 90 % of 
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the TKE and therefore the mixing in the whole cloud 
layer. 
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DIURNAL VARIATION OF A STRATOCUMULUS-TOPPED 

ATMOSPHERIC BOUNDARY LAYER OVER SEA 

Peter G. Duynkerke 

Royal Netherlands Meteorological Institute 

P.O. Box 201 

3730 AE De Bilt, The Netherlands 

1. INTRODUCTION 

In a horizontally homogeneous stratocumulus 

deck the evolution of the cloud depends upon 

the combined effect of many different physical 

processes such as, longwave radiative cooling 

at cloud top, shortwave radiative heating in­

side the cloud layer, windshear at the surface 

and at cloud top, a buoyancy flux at the sur­

face, latent heat release due to condensation 

and subsidence (Driedonks and Duynkerke, 

1988). Improved understanding of the cloud­

topped atmospheric boundary layer (ABL) has 

been gained from detailed observational 

studies (Brost et al., 1982; Nicholls, 1984; 

Nicholls and Leighton, 1986). The observations 

have shown that different combinations of 

physical processes may lead to a totally 

different turbulent structure of the ABL. In 

this paper we give a brief description of the 

model and present simulations of the diurnal 

variation of marine stratocumulus layer over 

the sea at mid-latitudes. 

2. MODEL 

A one-dimensional ensemble averaged model has 

been developed (Duynkerke and Driedonks, 1987) 

in which we have prognostic equations for the 

horizontal velocities (u,v), wet equivalent 

potential temperature (6 ), and total water q 
content (qw). The vertical velocity is pre-

scribed. Turbulence closure is formulated by 

using an equation for the turbulent kinetic 

energy (E) and viscous dissipation (E). The 

radiation model consists of an emissivity 

model for the longwave radiation (Garrat and 

Brost, 1981) and a two-stream model for the 

shortwave radiation (Fouquart and Bonnel, 

1980). 

We have used the model to study various combi­

nations of physical processes in a cloud­

topped ABL and their combined effect on the 

turbulent structure. The model has been 

successfully applied to the datasets of Brost 

et al. (1982) and Nicholls (1984) in Duynkerke 

en Driedonks (1987) and to data from flight 

564 of Nicholls and Leighton (1986) in 

Duynkerke and Driedonks (1988). 

3. RESULTS 

Using the model we have made a 48 h integra­

tion with conditions appropriate to 1 July, 

starting at 0000 GMT. The initial conditions 

are the same as those used in Turton and 

Nicholls (1986) except for that we have set 

the gradient of qw above the boundary layer 

top equal to zero. The simulation is made at a 

latitude of 56°N, divergence of 3x10- 6 s- 1
, 

albedo= 0.05 and a roughness length 

2x10- 4 m. The sea-surface temperature 

Ts 284.5 is only slightly higher than the 

air temperature just above it. Further details 

on initial and boundary conditions can be 

found in a forthcoming paper. 

The simulated variation of cloud base and 

cloud top height are shown in Figure 1. 

Initially the longwave radiative cooling at 

cloud top is the most important process for 

the production of turbulence. It destabilizes 

the whole ABL and produces mixing down to the 

sea-surface. Shortly after sunrise the short­

wave absorption becomes of the same order as 

the longwave cooling (Figure 2). The combined 

effect of longwave cooling, shortwave heating 
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Figure 1. Variation of simulated cloud-top and 

cloud-base height as a function of time (full 

line) compared with results of Turton and 

Nicholls (1986) (dashed line). Also the liquid 

water content (q1) is indicated. 
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Figure 2. The simulated net longwave (L) and 

shortwave (S) radiative flux over the whole 

cloud layer (upper) and at the surface (lower) 

for 1 July. 

and entrainment of warm air from above the ABL 

sub-cloud layer and thus qw increases, whereas 

in the cloud layer the gradient is positive so 

that qw decreases. The increase of qw in the 

sub-cloud layer is due to the moisture input 

from the sea-surface, whereas in the cloud 

layer qw decreases due to entrainment of dry 

air from above the inversion. In the late 

afternoon the shortwave heating in the cloud 

layer gets smaller than the longwave cooling 

(Figure 2) as a result the whole ABL is desta­

bilized again. Therefore the moisture which 

was brought in the sub-cloud layer during day­

time will be redistributed over the whole ABL 

and as a result the cloud thickness increases 

again (Figure 1 ). 

We have also made simulations with the same 

initial and boundary conditions but then 

during different seasons. As such we investi­

gated at which time of the year the decoupling 

is most likely to happen. We had two criteria 

to diagnose the decoupling: the first is when 

the moisture flux deviates significantly from 

being linear throughout the ABL, the second is 

z/i 
h 

i 
is that the cloud layer is heated, whereas the 0.5 

temperature in the sub-cloud layer remains 

nearly the same. As a result a stable layer is 

formed near cloud base and the cloud layer and 

sub-cloud layer become decoupled. The decoup-

ling can be clearly seen from the minimum in 

the turbulent kinetic energy (E) near cloud 

base at t = 16 h in Figure 3. The decoupling 

can also be diagnosed from the total moisture 

flux at t 16 h (Figure 4) which is nearly 

zero near cloud base. Moreover the gradient of 

the total moisture flux is negative in the 
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function of dimensionless height at t = 16, 22 

and 28 h. 



1.0 

Z1, 
h 

i 
0.5 

16 28 

1.0 2.0 
____.wqwx10

5 

Figure 4. The total moisture flux at t = 16 

and 28 has a function of dimensionless 
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Figure 5. The presence of decoupling as a 

function of time of the day during different 

months: full line from moisture flux 

criterion; 1----1 Eat cloud base less than 20% 

of maximum in cloud layer. 

when the TKE at cloud base is less than 20% of 

the maximum TKE in the cloud layer. The 

results are shown in Figure 5. The model con­

firms the intuitive expectation that at mid­

latitudes the decoupling is most likely to 

happen in summer during the afternoon due to 

the influence of the shortwave radiation. 

The decoupling of the cloud layer can have 

important consequences for the surface energy 

budget because a thinner cloud is much more 

transmissive at short wavelengths but is still 

optically thick at longer wavelengths. This 

can be seen in Figure 2 where we have shown 

the net longwave (FL) and -net shortwave (Fs) 

radiative flux at the sea-surface. Due to the 

decoupling, the net longwave radiative flux at 

the sea-surface hardly changes, whereas the 

net shortwave flux increases significantly. 

The surface energy budget is thus drastically 

changed due to the decoupling. This is one 

reason why it is important to resolve the 

diurnal variation of ABL clouds in large scale 

(climate) models. 
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INTEGRATED FOG WATER SAMPLING SYSTEM 

L. Schutz, M. Kramer, B. Friederich and F. Franken 

Institute of Meteorology, University of Mainz, Saarstr. 21, D-6500 Mainz, F.R.G. 

Intercqmparison of a large number of 

fog and cloud water sampling devices 

showed clearly that the impactor prin­

ciple is superior to all other active 

collection principles. This is due to 

the sharp cut-off of the collection 

efficiency curve and known effective 

flow rate. If care is taken that the 

collected droplets are quickly removed 

from impaction surfaces and trans­

ferred into storage vials in order to 

prevent evaporation, this type of in­

strument can be addressed as an almost 

ideal collector for fog and cloud wa­

ter. 

Low liquid water content values of the 

order 0.01 g/m 3 require a high flow 

rate in order to guarantee reasonable 

sampling periods and a good time reso­

lution. This can be achieved by apply­

ing the wide stream impaction princi­

ple. Based on this principle rotating 

arm collectors have qualified in the 

past. Mo rover, these types of instru­

ments collect droplets isokinetical­

ly. 

This device has been modified in order 

to guarantee constant cut-off fog 

droplet radii under variable wind con­

ditions. Even during high winds on 

mountain top stations, samples of 

c1oud water can be taken for longer 

time intervals. This will be achieved 

by automatic control and adjustment of 

constant flow conditions at the impac­

tion surfaces. According to the actual 

wind speed and direction the whole 
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instrument and its collectors will 

constantly be directed against the 

flow. A microcomputer together with a 

data logger controls the collection 

parameters such as the motor speed, 

alignment of the samplers with the 

wind direction, and the angle of im­

paction of the collection surfaces. 

Cut-off radii for fog and cloud drop­

lets between 5 µm and 10 µm radius can 

be selected within average of wind 
-1 speeds between about O. 5 ms and 

15 ms- 1 . First experiments under 

field conditions will be presented at 

the conference. 
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1. INTRODUCTION 
The aim of this work is to study the 
behaviour of st:ratiform cloudiness 
base height (SCBH) through the estab­
lished conventional methods and its 
par~llel investigation by the use of 
lidar equipment, in order to evaluate 
the capabilities of the latter with a 
view to its future use in the practice 
as well as to describe the space and 
time dynamics in the vicinity of the 
cloud base. It was incited by the 
growing attention recently paid to 
the description of stratiform cloud 
dynamics in various space and time 
scales when developing numerical pre­
diction schemes. The unsatisfactory 
state of this problem is due first of 
all to the insufficient accuracy and 
resolution of the methods of measure­
ments of meteorological parameters. 

2. FORMULATION OF THE PROBLEMS. .MEANS 
OF SOLUTION 
The conditions of formation of strati­
form cloudiness are extremely variable 
and its base height depends on a very 
large number of factors. SCBH, vari­
able in time and space, is an import­
ant parameter in weather forecasting. 
We shall consider SCBH as the conden­
sation level determined from upper­
air sounding. The following express­
ions will be used in the computations: 
Zk = (i, w, k, ••• )(T - Td), where 
Tis surface air temperature, T~ -
surface due-point temperature, 6 -
variable coefficient, depending on the 
temperature lapse rate K, vertical 
velocity w, turbulent coefficient K, 
etc. Expressions of this kind allow 
to evaluate SCBH averaged over an area 
of 50 x 50 km and for a time interval 
not less than 1 hour (MATVEEV, 1981, 
P• 310). 

Lidar data used cosist of back-scat­
tered laser pulses ( ~ = 0,533 nm) 
shot by a triple-beam sounding equip­
ment , bringing information about the 
optical properties of the aerosol. A 
sequences of pulses allow to obtain 
the time changes of aerosol at several 
heights simultaneously. The elevation 
of SCBH is determined with height 
accuracy of 7,5 m and time resolution 
0,1 sec, using the technique descri-

bed in KOLEV (1987, p.366). The ab­
sence at present of an unambiguously 
grounded theory of such small-scale 
dynamics justifies the use of statis­
tical time-series processing. This 
fully complies with the requirement 
that the measurement error should be 
less by an order of magnitude than the 
most frequently encountered changes 
of measured value. The comparison 
between the model and experimental re­
sults is used for investigation of 
instant deviations (fluctuations) of 
SCBH. The meteorological conditions 
and the statistical characteristics 
of SCBH inhomogeneities are determi­
ned. 

3. EXPERIMENTAL DATA 
Experiments were carried out on 11 
Nov. 1983 (02h,08h), 18 July 1984 
(02h, 08h) and 18 Sept. 1984 (02h,08h) 
Synoptic situations were as follows: 

10 - 11 November 1983 - intensively 
developing ridge of high pressure. 
Continuous layer of St and Sc develops 
over the region of Sofia during the 
night and in the early morning hours. 

17 - 18 July 1984 - cold front passage 
over the region in the afternoon hours 
of July 17. From OOh to 03h on July 18 
the cloud cover is 10/10 Sc without 
precipitation. Unstable air mass. 

17 - 18 September 1984 - cold front 
from west moves over the region in the 
afternoon hours of September 17, asso­
ciated with the occluding cyclone over 
the Carpathians, developing thunde~ 
storm activity withot precipitation. 
Broken St are observed in the early 
morning of 17. 

Under these conditions we can apply 
the techniques described in BOGATKIN 
(1987, p. 183) for calculation of 
SCBH, based on upper-air sounding. The 
results are shown in Table 1. 

Lidar information is obtained in seve­
ral sounding sequences of 400 sec 
each, conducted near the time of 
radiosonde launching in close proxi­
mity to the tracking radar. The re­
sults of statistical processing of 
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sounding sequences of SCBH are presen­
ted as autocorrelation functions and 
histograms of measured heights (Figs. 
1 and 2). The velocity and the direc­
tion of the drift of SCBH inhomogene­
ities are determined by the technique 
described in KOLEV et al. (1987, p.37) 
and are compared with upper-air soun­
ding data. 

4. ANALYSIS OF RESULTS 
In spite of the great variability of 
SCBH the selected sounding durations 
are suitable for recording the sta­
tionary changes in SCBH. At the same 
time several types of variations of 
measured parameter are observed. The 
spectral characteristics (Fig. 1) 
show the distribution of the variation 
in time and space frequences. It is 
close to the distribution of inhomo­
geneities originating from dissipation 
of turbulent vortices in the inertial 
range (Kolmogorov-Obuchov's spectra). 
It is also seen that the variations 
range from rapid small-scale random 
changes, followed by medium-scale vari­
ations lwith correlation radiuses de­
termined from the standardized auto­
correlation function R(,-) at the level 
0,5 -10,5 = 20 + 30 s) and arriving 
to their quasi-periodic alternation 
(appearing as occurrence of periodic 
secondary maximums in R()'), thus 
breaking the monotony of the spectrum 
around 80 s. 

The displacements of the maximums of 
correlation functions corresponding 
to the three sounding tracks allow to 
measure the drift velocity of SCBH in­
homogeneities. Space-averaged dimen­
sions are determined on the basis of 
time-averaged ranges of height changes. 
For short-living formations they are 
of the order of 5 - 15 m, while the 
most typical horizontal extension of 
SCBH inhomogeneities, averaged over 
all sounding sequences, is in the 
range between 100 - 150 m. The wave 
structure has an average period of 
300 - 400 m. 

The distribution of measured heights, 
as shown in Fig. 2, can be interpreted 
as a posteriory probability of occurr­
ence of cloudiness at certain height. 
From the series of measurements the 
persistence in time of these distribu­
tion can be assessed and associated 
with the stage of cloud development. 
Besides, a characteristic variation of 
the statistical parameters of signals 
from different heights (sections of 
cloud vertical structure) was observe~ 
associated with the different entry of 
the sounding pulse into the cloud. 
This was theoretically predicted by 
MATVEEV (1981, P• 315). 
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5. CONCLUSIONS 
SCBH data obtained by conventional 
numerical prediction methods and from 
lidar measurements are in good agree­
ment, thus prooving the possibility 
of reliable lidar determination of 
this cloud characteristic. 

The incomparably high resolution of 
lidar measurements allows to notice 
that in small-scale terms SCBH is in 
constant change and the surface of 
the cloud base has characteristic 
structure. 

Lidar measurements indicate, that the 
adjacent to the cloud base layer of 
big supersaturations varies in the 
range of 30 - 50 m, corresponding to 
the theoretical concepts. 

Lidar measurements of stratiforrn 
cloudiness reveal the existence of in­
homogeneities with horizontal dimen­
sions determined by the present state 
of the underlaying surface and the 
surface layer of the atmosphere, oro­
graphy, turbulent fluctuations, etc. 

Lidar measurements can be used for 
testing the nu.~erical models of short­
term SCBH variations due to short-term 
changes of meteorological parameters 
and turbulent disturbances. 

Lidar sensing can be used as a means 
of statistical nowcasting for aero­
nautical purposes. 
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WATER CONTENT OF WINTER CLOUDS OVER ETS 

A.S.Azarov, N.A.Bezrukova, N.F.Buranbaev, 
A.V.Koldaev, A.A.Chernikov 

Central Aerological Observatory (USSR) 

1. INTRODUCTION 

The development of models of preci­
pitation formation in winter are lar­
gely complicated by the lack of expe­
rimental data on the water content of 
winter clouds (MAZIN,1983,p.246). In 
solving the problem of the redistri­
bution or initiation of precipitation 

at middle latitudes, winter clouds mo­
dification might play an i~portant ro­
le. However, no reliable assessment 
has been made by now of winter clouds 
liquid water content, which could be 
a sure indicator of the effectiveness 
and expedience of cloud modification. 
This is caused by the lack of systema­
tic measurement data on the spatial 
distribution of cloud water content. 

The routine methods of stu~ving su­
percooled liquid water, consisting in 
the aircraft sounding of clouds using 
in situ probes, have a serious disad­
vantage of not permitting continuous 
observations during several thousand 
hours, i.e. obtaining a seasonal set. 

For the remote sensing of liquid 
wate~ content a microwave radiometric 
method has gained recognition. Never­
theless, the early seasonal measure­
ments of winter clouds water content 
were only conducted in 1984 (HEGGLY, 
1985) in a mountainous locality. For 
a plain locality, such as ETS, the 

data on liquid water content of win­
ter clouds are 1:ot available .. 

The first aim of this work is the 
development of a technique for the 
long-term measureme~ts and carrying 
out such measurements during a winter 

518 

season. The second aim is the esti­
mate of potential for weather modifi­
cation in winter condition. 
2.MICROWAVE RADAR/RADIOMETER SYSTEM 

Ground-based radar/radiometer sys­
tem were developed at the Central Ae­
rological Observatory, which comprised: 
microwave radiometers operated at 22.2 
and 37.5 GHz, X-band Doppler radar, an 
automated complex of data collection 
and processing based on a computer 
Elektronika-60 (AZAROV et al.,1983). 
The radiometers were installed in a 
room with a constant (+22°C±0.5°C) tem­
perature. Through a MILAR-film window 
the radiometers antenna were directed 
at a passive reflector made of a flat 
sheet of metal. The reflector was equ­
ipped with a mechanical scanning unit 
permitting the pointing of the antenna 
beams to the zenith and conducting the 
absolute calibration of radio-bright­
ness temperature using a method of an­
gular altitude sounding in a cloudless 
atmosphere. Every 20 minutes automatic 
calibrati_ons were performed against 
the reference heat load and noise ge­
nerator. 

The radar was also pointed to the 
zenith and during the radiometers ca­
libration, with a 20-min. interval, it 
obtaineG conical azimuth sections at 

a 30° elevation for the determination 
of speed and direction of cloud drift. 
The radiometer and radar data were si­
multaneously feeded to the computer 
for subsequent joint processing .. Ra­
dar data were obtained from 16 distan­
ce channel with a 0.5-km spatial reso-



lution and a 750-m initial distance. 
Main characteristics of the radiome­
ters is: antenna main lob-3°, tempe­
rature resolution-0.1K, integration 
time-1 S, absolute accuracy-2 K. The 
radar has the following characteris-

' tics: antenna beam width (3dB)-47 , 
transmitter peak power-150 kW, PRF-

2kHz, pulse width - 0.3 JUs. 
Information about precipitation was 

provided by MR.L-2 radar (one fron the 
standard weather network of USSR). 

3. ·RESULTS 
The above complex was operated in 

Dolgoprudny, Moscow Region, in a 24-
hour regime during 3 months, from De­
cember 4,1985 through February 28, 
1986. For technical reasons the mea­
surements were interrupted several 
times for not longer than 4 days. The 
total measurement time made 1812 hours. 
During the data processing, all cases 
with wet snow precipitation (the to­
tal of ~ 31 hours) were excluded due 
to interpretation difficulties~ Mean 
kinetic temperatures of cloud lay 
were calculated from the data of radio 
sounding in Dolgoprudny. 

Monthly and mean seasonal cumula­
tive distributions of liquid water 
content (LWC) are given in Fig.1, were 
time percentage is taken with respect 
to the whole observation period. 

Thus, the average water content in 

the supercooled liquid fraction of 
winter clouds, estimated from these 
data, made 0.11 kg/m2• The existence 
time of liquid water zones in winter 
clouds made 18% of the total observa­
tion period. With marked anticyclonic 
situations observed during 600 hours 
in this period, the existence time of 
liquid water zones in clouds were es­
timated to make 30%. 

The spatial distribution of liquid 

water content in winter clouds is spe-

30 
Winter 1985-1986 

20 

10 

0.1 0.2 0.3 0.4 0.5 

Fig.1. Cumulative distributtons of 
LWC; +- December,o - January, 

I - February, ~ -mean sea­
sonal. 

cific, i.e. mainly observed are exten­
ded zones with rather sharply outli­
ned borders and slight water content 
variations within. However, along with 
such typical situations, encountered 
are zones with liquid water content 
having sharp maxima and minima, which 
may testify to the existence of latent 
convection in winter precipitable clo­
uds. In the synoptic situation of 22-
29 January,1986 such zones occure 
most frequently, the maximum for all 
season liquid water content measured 

on 26 January being 0.9 kg/m2• 
Also typical is the anti-correla­

tion between precipitation and the 
presence of water zones in clouds. 
4. DISCUSSION 

The data obtained make it possible 
to assess the potential of winter clo­
uds for modification by seeding of su­
percooled water zones. From a single 

measurement of liquid water content in 
clouds one can try and assess their 
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water resources and, fiLally, the amo­
unt of precipitation which will be ob­

~ained by modification .. 
On.E can agree with (LEONOV,1967) 

that the role of the water content in 
supercooled frontal clouds is similar 
to that of a catalyst, i.e. due t0 t~e 
crystallization of a :supercooled part 
of a cloud resulting fro~ seeding, 

precipitation increase due to the sub­

limation of supersaturated vapor as 
well as weaker vaporization to above­

cloud layers and acceleration of wa­
ter vapor inflow as a result of an in­
tensified precipitation-forming pro­

cess .. 
From the data on the mean tempera­

ture of a cloud layer one can ap~roxi­

mately estin3te the amount of gaseous 
supersaturation moisture. In (LEONOV, 

1967), the part of the gaseous mois­
ture of clouds, corresponding to a 
difference between saturation over 

liquid water and saturation over ice, 

was called an additional supersatura­
tion water reserve. Considering this 
water reserve as an additional water 

content realized throuch modification, 

one should multiply the values of s 11-

persaturation water content ( 0.2g/m3 

under average conditions in winter) 
by the mean thickness of supercooled 

liquid layer of clouds, which may be 
assumed to be 1 km. The resulting 
value in LWC terms is 0.2 kg/m3., 

The average spatial extention of 

liquid water zones, estimated from 

radiometer and Doppler radar d9ta, is 

60 km. Using this value as an exten­
tion of modification seeding zone and 

the data of Fig.1, the layer of addi-

tional precipitation D can be estima­
ted as: V • W 

D = 
L 

where T=1812 hours is the total mea­
surement time; P=18% is the time per-
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centage of LWC 30nes existence; V = 

30 km/h is the average speed of cloud 

drift; W = 0.3 kg/m2 is the measured 
LWC value plus additional water con­

tent of supersaturation; L=60 km is 
th3 average spatial extention of LWC 

zone. Thus, Dis about 48 mm. 
The season layer of precipitation 

in winter 1985-1986, calculated from 
the data of weather stations near Dol­

goprudny, is equal 169 mm, thus the 

additional layer for this season is 
30%. Obviously, the estimate is upper 
from overall, because in discussion 
100% efficiency of seeding implied. 

Besides that, radiometers data with 
connection to synoptic situations were 

analysed. This analysis have shown a 
good correlation between synoptic-sca­

le features of atmosphere and distri­

bution of LWC in winter clouds. 
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MICROPHYSICAL S1RUCTURES OF JAPANESE WARM-FRONT AL CLOUDS 

OBSERVED WITH A NEW TYPE SONDE (HYVIS) 

Masataka ~i ,Takayo Matsuo, 

Hakaru Mizuno, and Yoshinori Yamada 

Meteorological Research Institute, 

Tsukuba, Ibaraki 305, Japan 

1. INTRODUCTION 

In the temperate zone, cyclones and fronts •frequently form, and 

clouds associated with them produce precipitation over the broad 

area. Recently, needs for improvements in short range forecasting of 

precipitation have increased, and a better understanding of 

precipitation formation processes is required. 

However, observational data on microphysical and thermodynamical 

structures of warm fronts are not complete yet although the Cloud 

Physics Group at the University of Washington has made a great 

progress in understanding precipitation processes through 

observational studies on the meso- and micro-structures of warm 

fronts (Herzegh and Hobbs,1980; Houze et a/.,1981; Locattelli and 

Hobbs,1987). 

The Cloud Physics Section of MRI in Japan has made observational 

studies of stratiform clouds associated with warm fronts and 

stationary fronts (Baiu front) in Tsukuba, Japan since 1985, using a 

balloonbome special sonde (HYVIS) developed by Murakami and 

Matsuo (1988) and its prototype named a Cloud Particle Video 

Sonde (Murakami et a/.,1987). In this paper, observed 

microphysical structures of warm-frontal clouds and precipitation 

formation processes operating in these clouds are described. 

2. DATA COLLECTION AND SYNOPTIC SITUATION 

Two HYVIS observations were made in a warm-frontal cloud system 

which passed over the Tsukuba Area, Kanto Plain, Japan on 20 June 

1987. A Doppler radar of 5 cm wavelength was located within 500 

m from the HYVIS observation site and was operated in three modes 

during the observation period; PPI, RHI, and vertically pointing 

modes. Before the HYVIS sounding, the radar was operated in PPI 

scanning mode and RHI scanning mode to observe mesoscale 

features of warm-frontal clouds. During the HYVIS sounding, 

emphasis was placed on obtaining RHl's of refractivity and Doppler 

velocities in the direction of the ascending HYVIS. Also, the 

spectra of fallspeed of precipitation particles were occasionally 

measured in the vertically pointing mode. 

A surface weather map for 0900 JST 20 June 1987 and the study 

area are shown in Fig.1. Also shown are the positions of the 

surface warm fronts at 0600 and 1200 JST. The warm-frontal 

system was moving east-northeast along the south coast of the 

Japanese Islands at a speed of 40 km/hr. The first sounding was 

made at around 0600 JST when the observation site was located 350 

km north of the surface warm front. The radar measurements 

suggested that the HYVIS penetrated a weakly convective region 

embedded in thinner upglide clouds. 

The second sounding was made five hours after the first one (i.e., at 

around 1100 JST) when the observation site was located 200 km 

north of the surface warm front. The radar measurements suggested 

that the HYVIS penetrated non-convective, deep upglide clouds. 

In the next section, data of hydrometeor concentration were averaged 

over 250 or 500 m in depth in order to minimize the statistical 

sampling errors, although the HYVIS provides a fine vertical 

resolution ( ~50 m) of microphysical measurements. 

0900 JST 20 JUNE 1987 

J 

Fig.I . Surface weather mapfor09001ST 20 June 1987. 

3. RESULTS OF OBSERVATIONS 

3-1. THINNER UPGLIDE CLOUDS 

The HYVIS observation showed that the cloud top was at a height 

of ~ IO km although patches of sparse clouds existed up to ~ 12 km. 
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A well-defined warm front with a strong temperature inversion layer 

(where temperature increased by 6SC) was at a height of ~5 km. 

A significant growth of snow crystals was seen below a height of 

~8 km, and the snow water content and precipitation rate reached 

their maximum values of 0.4 gfm3 and 2 mm/hr in the lower part 

of the upglide clouds. Below the frontal surface, snow crystals 

rapidly evaporated in a dry air ( ~ 30 % R.H.). Therefore, no rain 

drops were observed during the ascent of the HYVIS except for a 

sparse drizzle layer (less than 100 drops/m3 in number) observed in 

a region between heights of 4.5 and 6.0 km. 

The major shape of the snow crystals was columnar type crystals 

throughout the whole cloud layer. Capped columns and hexagonal 

plates were also observed below the -17°C level. These crystals 

hardly showed any riming on their surfaces and they did not 

aggregate. This means that snow crystals grew by vapor deposition 

alone in the slightly convective region embedded in the thinner 

upglide clouds. 

3-2. DEEP UPGLIDE CLOUDS 

Vertical structures of deep upglide clouds are shown in Fig.2. 

According to the HYVIS measurements, the cloud top was at a 

height of~ 12 km. Although the warm front was not clearly defined 

from the temperature profile in Fig.2A, profiles of wind and 

equivalent potential temperature suggested that the warm front was 
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at a height of ~2 km. Surface precipitation rate ranged from 4 to 8 

mm/hr during the HYVIS sounding. Radar and surface rainfall 

measurements suggested that the HYVIS measured the deep, 

stratiform upglide clouds above a height of 2.5 km although, below 

this height, it was under the influence of precipitation core embedded 

in these clouds. As seen from Figs.2 and 3, snow crystals gradually 

grew while they fell down to a height of ~6.5 km. At this height, 

the snow water content and precipitation rate were only 0.15 gfm3 

and 0.8 mm/hr, respectively. They then grew rapidly in a shallow 

region (2 km deep) directly above the 0°C level. In this region, a 

low concentration (less than 50 drops/m3) of drizzles coexisted with 

snow crystals as seen from Fig.3 and the air was considered to be 

almost water-saturated. The snow water content and snowfall rate 

just above the 0'C level had their maximum values of ~0.5 g/m3 

and ~5 mm/hr, respectively. 

The HYVIS observation showed that columnar type crystals 

predominated throughout the whole cloud layer and capped columns 

and hexagonal plates existed below the -18'C level. These crystals 

hardly showed any riming on their surfaces. Such features of snow 

crystal distribution aloft were very similar to those observed in the 

thinner upglide clouds, and demonstrating that the snow crystals 

grew by vapor deposition. 

In the melting layer, as seen from Fig.4c, moderate aggregations 

occurred unlike the thinner upglide clouds mentioned in the previous 
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Fig.2. Vertical structures of deep upglide clouds: (A) temperature (solid line), relative 

humidity (broken line), and wind; (B) snow crystal types observed aloft; (C) rain water content 

(solid line), snow water content (broken line), and cloud liquid water content (dotted line). 
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sub-section. Below the melting layer, the air was moist (R.H.~90 

% ) and patches of sparse clouds (less than 10 droplets/cm3 in 

number and less than 0.06 gfm3 in amount ) existed. Therefore, 

rain drops did not show any rapid growth nor any intense 

evaporation while they fell down to a height of 2.5 km. 

Change in size distributions of cloud droplets along the ascent of the 

HYVIS are shown in Fig.4. Figures 4a-4c and Figures 4d-4g show 

the size distributions of cloud droplets in sparse stratocumulus 

clouds beneath the warm front and in clouds associated with 

warm-frontal upgliding, respectively. Figure 4h shows the size 

distribution of cloud droplets just below the melting layer. Most of 

these clouds consisted of larger droplets (D ~16µm) while smaller 

droplets (D < 16µm) were only observed just above the warm front 
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Fig.3. Change in size distributions of precipitation particles along 

the ascent of the HYVIS. Shaded bars represent supercooled drops. 

At the upper right of each figure shown are precipitation rate (R; 

mm/hr) and total concentration of precipitation particles (C; 

particles!rr? ). 

An increase in rainfall rate due to the collection of cloud droplets is 

estimated to be less than 0.5 mm/hr, corresponding to the HYVIS 

measurements which also showed no significant increase in rainfall 

rate. This means that the contribution of collectional growth below 

the melting layer to the total precipitation was negligibly small 

(less than 10 %). Most of the precipitation mass reaching the 

ground came from the depositional growth of snow crystals above 

the 0'C level although ~80 % of precipitation mass actually came 

from the depositional growth in a shallow (2 km deep), almost 

water-saturated region directly above the 0'C level 

4. CONCLUSIONS 

The HYVIS observations showed the following microphysical 

structures and precipitation formation processes in the warm-frontal 
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clouds. 

Columnar type crystals predominated throughout a whole cloud 

layer, and some capped columns and hexagonal plates were also 

observed below the -ITC level. These crystals hardly rimed nor 

aggregated. Only in the melting layer, wet aggregates of these 

crystals were found. No supercooled cloud water existed in the 

clouds. These observational results demonstrated that the dominant 

mechanism of precipitation formation in these warm-frontal clouds 

was the depositional growth of snow crystals above warm-frontal 

surfaces. 

Between the o·c and -10·c levels, a low concentration (less than 

100 drops/m3) of drizzles coexisted with snow crystals, and the air 

was almost water-saturated. In this region, snow crystals rapidly 

grew by vapor deposition. 
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COLD FRONTAL PASSAGE OVER THE SIERRA BARRIER 

John D. Marwitz -
Department of Atmospheric Science, University of Wyoming 

Laramie, Wyoming 

1. INTRODUCTION 

A well defined narrow cold frontal 
rainband (Fig. 1) passed over the California 
Valley and moved up the Sierra barrier. The 
Sierra barrier is two dimensional and 
oriented ~25 deg CCW from the rainband. 

The NCAR CP-4 Doppler radar recorded 3-
D volume scans at ~s min intervals. The 
Doppler radar was located at the upwind edge 
of the Sierra. The PPI volume scans have 
been processed using the box velocity 
processing (BVP) program developed by 
Johnston (1984). The critical assumptions 
for the BVP program to be valid is the 
airflow must be two dimensional (a~ / aY~O) 
and the Doppler data must be symmetrically 
distributed on either side of the radar 
(Y=O). In spite of the presence of the two 
mesoscale vortex circulations, the flow was 
tested and both assumptions were found to be 
valid. . 

For the airflow through the rainband to 
remain steady-state and two-dimensional there 
has to be a quasi- balance between the mass 
and velocity fields. When the rainband began 
its ascent up the Sierra barrier the balance 
between the mass and velocity fields was 
severely upset. The purpose of this paper is 
to examine the temporal variations of the 
kinematic flow field as this transient 
rainband interacts with the Sierra 
topography. The kinematics of the velocity 
field have been calculated using the Doppler 
velocity fields. 

2. KINEMATIC STRUCTURE OF AIRFLOW 

The BVP results are presented 
1243 (Fig. 2) when the band was 37 km 
the radar, and for 1441 (Fig. 3) when 
band was 36 km up the Sierra barrier. 
mean reflectivity along the center of 
band was 27 to 33 dBZ for each volume 

for 
west of 
the 
The 

the 
scan. 

The dominant structure in the airflow 
kinematics is the helical right hand 
circulation (Fig. 2b & 3b). The updrafts and 
downdrafts were variable in width and 
magnitudes. The widths varied from 2 to 4 km 
and the magnitudes varied from 1 to 5 m/ s. 

One important characteristic of the 
airflow which appeared to be steady over the 
valley and highly variable over the Sierra 
barrier was the band parallel low level jet 
(LLJ). Over the valley a LLJ with a core 

velocity of 27 to 29 m/ s was present in the 
inflow region at 1 km and extended up into 
the rainband (Fig. 2d). At 1441 (Fig. 3d) 
the band parallel wind component (V) and the 
low level inflow had slowed to 23 m/ s. The 
jet was near 3 km and in the updrafts at 1423 
(18 minutes earlier). At 1441 the "jet" had 
changed to a region of minimu~ speeds (18 
m/ s). 

An obvious conclusion is that the 
quasi-balance in the mass and velocity fields 
which was present in the rainband while it 
was over the California valley was severely 
upset when the rainband began to move up the 
Sierra barrier. The mass-velocity adjustment 
process appears to operate on at.least a time 
scale of one hour. 

Re f e r e nces . 

J ohns t on, B., 1984 : The ki nematic st r ucture 
of cold fronta l r ai nba nds . Ph.D. 
disser ta tion, Unive rsity of Wyomi ng , AS Rpt # 
146, 129 pp. 
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V0256 . The CP r ada r was prov i ded by t he 
Field Obs ervi ng Faci li ty of the Nat i ona l 
Cente r fo r Atmosphe ric Research . 

fi g . 1. The location of the 35 dBZ echo 
associated with the narrow cold 
frontal rainband / cold front is 
shown at various times. The vortex 
over the valley and its track, as 
well as the vortex over the barrier 
and its track, are shown. 
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Fig. 2. X-Z cross sections from the BVP 
analysis. 

526 

5 
REFLECTIVITY (dBZJ 1441:37-144656 

w 
0 

2 
5 
"' 

b 

w 
0 
::, ,_ 
5 
"' 

C 

! 
w 
0 

2 
5 
"' 

d 

I 
"' 0 
::, ,_ 
5 
"' 

Fig. 

19 23 27 31 36 39 43 47 

CROSS BAND DISTANCE (km) 

0 
15 19 23 27 31 36 39 43 47 

CROSS BAND DISTANCE (km) 

5 u (m s·1) 144137-144656 13 MARCH 84 

4 

2 

o,'.;'5~-;'_:19:---.1--;;2';-3--'-2;::7;-"--::3':-I -'-f35:-,1_-::3L.9_.J_4,.L3_J_..J4L7_J 

CROSS BAND DISTANCE (km) 

5 V (m s· 1) 144137-144656 13 MARCH 84 

~25 
~25 ' -✓ 25 

4 
2~ •.•• ( 

- . . . . . . . 
. . 

20 

~-
2 . 
~-

20 

15 

0 
15 19 23 27 31 36 39 43 47 

CROSS BAND DISTANCE (km) 

3. X-Z cross sections from the BVP 
analysis. 



A NUMERICAL MODELING STUDY OF COLD-FRONTAL RAINBANDS 

David J. Knight and Peter V. ~ 

Atmospheric Sciences Department, University of Washington, Seattle, Washington 98195 USA 

1. INTRODUCTION 
A two-dimensional, hydrostatic, primitive-equation 

model has been used to investigate the dynamics of 

frontogenesis in a moist atmosphere. The model has a 

medium resolution planetary boundary layer and uses 

an explicit scheme for the prediction of water vapor, 

cloud water and rain water. The development of a cold 

front is forced by shear-deformation associated with the 

non-linear evolution of an Eady wave. Simulations are 

performed with 5, 10, 40 and 80 km horizontal 

resolutions and fourteen levels in the vertical (four in 

the boundary layer). 

The specific purpose of this numerical modeling study 

was to increase understanding of the mesoscale 

circulations associated with cold fronts and the 

rainbands that can accompany them. Field studies have 

revealed three types of rainbands associated with cold 

fronts, each of which is oriented nearly parallel to the 

front: wide cold-frontal, narrow cold-frontal, and 

warm-sector rainbands (Hobbs 1978). However, the 

dynamical mechanisms responsible for these rainbands 

have not been determined. 

In this study, particular attention is paid to the dynamics 

of wide cold-frontal (WCF) rainbands. These 

rainbands form behind the surface cold front and above 

the cold-frontal zone and they move toward the surface 

front. We wished to determine if WCF rain bands can 

be simulated in a numerical model, and, if so, to 

determine under what conditions they form in the 

model. Parsons and Hobbs (1983) suggested that 

conditional symmetric instability (CSI) is the most 

likely mechanism for the formation of WCF rainbands. 

Although CSI has received some attention in the past 

(e.g., Bennetts and Hoskins, 1979; Bennetts and 

Sharp, 1982), CSI forced by vertical motions due to 

frontogenesis has not been treated quantitatively. 

Because upright convection complicates analysis of the 

results, care was taken to avoid convective instability. 

2. RESULTS 
Compared to the dry case, the inclusion of moisture in 

the model produced a stronger low-level jet ahead of the 

front, a stronger upper-level jet, and stronger 

temperature gradients at mid-levels. Moisture also 

produced a stronger ageostrophic circulation across the 

front and a more concentrated updraft just ahead of the 

surface front. 

In the presence of a region of negative equivalent 

potential vorticity (i.e., a region of CSI), the inclusion 

of moisture also produced updrafts with a banded 

structure above and behind the surface cold front. 

These bands had a wavelength of about 70 km. They 

formed near the back edge of the cloud shield and 

moved with the winds at the top of the rainband. 

Therefore, they propagated toward the surface front 

with a relative velocity of about 1 m s-1. The location, 

movement and spacing of the bands in the model agreed 

well with observations of WCF rainbands. 

The banded structures in the model formed in a 

convectively stable region. The first band that appeared 

formed and intensified in a region of negative 

equivalent potential vorticity. Subsequent bands 

formed behind the first and intensified as they moved 

into the region of negative equivalent potential vorticity, 

indicating that CSI also played an important role in their 

formation and intensification. The slope of the updrafts 

and the spacing of the bands agreed well with the 

theory of CSL While in the region of CSI, the vertical 

air velocities in the bands increased exponentially with 

time, although the growth rate was smaller than that 

predicted by linear SI theory. The bands were poorly 

resolved when the horizontal resolution (.!1x) of the 

model was 40 km, and they are absent with .!1x = 80 

km. However, the strength and horizontal scale of the 

bands was about the same in simulations with .!1x of 5 

and 10 km. The WCF bands disappeared when the 

vertical stability was increased to the point that 
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equivalent potential vorticity was everywhere positive 

(i.e., CSI was not present). 

Frictional convergence in the boundary layer forced a 

narrow cold-frontal rainband (NCFR) just above the 

surface front. The horizontal dimension of this band 

was greater than that for observed NCFR, presumably 

because of limited resolution in the model. 

We are left with the following picture for the formation 

of WCF rainbands. During the early stages of cyclone 

development, a region of CSI is produced near the 

surface in the warm sector of the cyclone (Fig. la). 

This region of CSI is lifted by the ageostrophic 

circulation associated with frontogenesis. When the air 

in the region of CSI becomes saturated, the instability is 

released and this results in the formation of a WCF 

rain band (Fig. 1 b ). Subsequent WCF rain bands form 

behind the first and intensify as they move into the 

region of CSI (Fig. lb,c). 

For further details on this study the reader is referred to 

Knight and Hobbs (1988). 

Ug Ug 
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Figure 1. Schematic of the processes leading to the formation of cold-frontal rain bands. The cross hatching shows the 

region of CSI and light, shading shows the region of cloud water. Vertical hatching below cloud base represents 

precipitation. The geostrophic wind in the plane of the cross section (ug) is indicated on the left hand side of the figure. 

Broad arrows shown ageostrophic air motions in the plane of the cross section. All winds shown are relative to the 

motion of the Eady wave. a) A region of CSI that forms in the warm air is advected toward then up along the frontal 

surface by the ageostrophic motions. b) When the region of CSI becomes saturated the instability is released, resulting in 

a wide cold-frontal rainband (WCFl). A second rainband (WCF2) is forced by convergence behind WCFl. 

Convergence in the planetary layer forces a narrow cold-frontal rainband (NCF). c) WCFl moves toward the warm air, 

WCF2 moves into the region of CSI and intensifies, a third band (WCF3) is forced by convergence behind WCF2. 
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NUMERICAL SIMUIATION OF RAINBANDS CAUSED BY MESO-S SCALE PQI'ENTIAL VORTICITY ANOMALIES 

Han-Ru Cho and Douglas S. T . ~n 

Department of Physics, University of Toronto 

Toronto, Ontario , Canada 

1 INTRODUCTION 

The formation of precipitation in 

the midlatitudes is usually associated 

with dynamical systems at the synoptic 

scale; but the distribution of 

precipitation often show pronounced 

organization at the meso-13 scale in 

the form of rainbands (Hobbs, 1978). 

The dynamics involved in the formation 

of these rainbands is not yet well 

understood. 

We propose in this study that 

pre-existing potential vorticity in 

the air masses may be a possible cause 

for the formation of rainbands in the 

development of midlatitude cyclones . 

A two-dimensional moist frontogenesis 

model is used to examine in detail the 

dynamics which can lead from potential 

vorticity anomalies to the formation 

of rainbands. 

2 A NON-UNIFORM POTENTIAL VORTICITY 

MODEL 

The model is based on the two-

dimensional semi-geostrophic 

frontogenesis 

deformation 

model 

flow 

forced by a 

(Hoskins and 

Bretherton , 1972) . 

are described in 

The moist dynamics 

the geostrophic 

coordinates (X,Z) by 
De 
Dt E 

( 1) 

Qg = raE 
Dt "aZ 

DQV C n 
- = - ___E_ E Dt L 

( 2) 

(3) 

where e is the potential temperature, 

q the potential vorticity, Qv, the 

mixing ratio of water, C, the vertical 

component of the absolute vorticity, E 

the rate of condensational heating, n 

the dimensionless pressure, c the 
. p 

heat capacity at constant pressure and 

L the latent heat of water. 

We assume as the background a 

constant potential vorticity q 0 and a 

baroclinic field es(X,Z) at the 

synoptic scale . If anomalies exist at 

the mesoscale , we have 

q = qo + qm(X , Z) 

e = es(X,Z) + em(X , Z) 

(4) 

(5) 

where gm and em give the mesoscale 

structures of the potential vorticity 

and potential temperature field . gm 
independent, as e and g and em are not 

are related 

equation 

through the elliptic 

f12 ::~ + }z [ f;; ~~] = 0 
(6) 

where f is the Coriolis parameter, g 

the gravitational acceleration and e 0 

a typical surface potential 

temperature. Thus a mesoscale anomaly 

may be specified either in terms of 

gm, or in terms of em, provided they 

are consistent with equation (6). 
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3 RESULTS AND DISCUSSION 

Results of two simulations are 

compared 

anomalies 
rainbands. 

here 

as 

to show 

possible 

mesoscale 

causes for 
In the first 

no mesoscale anomalies are 
the initial conditions 

simulation, 
introduced; 
are simply 

given by the 
vorticity field 

uniform potential 

q = q 0 = 5x10-7Km- 1s-1 

and the potential temperature field is 
specified on the boundaries to be 

qo 
e =es= e 0 + 7 z + Aestanh(X/Ls) 

with A8s = 12°c and Ls= 700 km. 

This is the case of a simple 
moist frontogenesis. In the second 
simulation, an anomaly in the 
potential temperature field is 
introduced at the initial time: 

-(X-Xo)2 
exp 

~ 
h (Z) 

with A8 = -1°C L = 200 km, X0 = 600 m ' m 
km, and h(Z) being equal to unity from 

Oto 2.5 km, then decreasing linearly 

to zero at 5 km. The corresponding q 
m 

field can be determined from equation 

( 6) . This mesoscale perturbation 
corresponds to a low level jet in the 

along-front direction centered at X0 • 

The same initial moisture field is 
used in both simulations; in terms of 

mixing ratio, it is given by 

where Qvs is the saturation mixing 
ratio, and H(Z) has value 0.75 from 0 
to 5 km, then decreasng linearly to 

0.5 at 10 km. 

Figure la shows the vertical 

cross section of the vertical velocity 
field for the basic frontogenesis case 
with no perturbations. The result 
corresponds to an early stage of 
frontal development at 1 hr model 
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Fig. 1: Contours of vertical velocity. (a) 

Basic frontogenesis case. (b) 
Frontogenesis with a mesoscale anomaly. 
The domain is 2000 km in x and 10 km in 
z (common for all figures). Contour 
interval is 0.1 cm s-1 , dashed contours 
represent negative velocity. 

time. Figure lb shows the vertical 
velocity field obtained from the 
second simulation at the same model 
time. Strong perturbations in the 
vertical velocity field were induced 
over the region where the temperature 
inhomogeneity was introduced. 

Condensation commenced at about 
16 hours of model time in both 
simulations. 
contours of 

Figure 
E, the 

2 shows the 
instantaneous 

condensational heating field in units 
of the maximum of E (unity= E ) at max 
25 hours model time: (a) the simple 

frontogenesis case, and (b) the case 

with mesoscale anomaly. In the basic 

frontogenesis case Emax = 9xl0-5Ks-1 . 

A single frontal rainband with a 

narrow base was simulated. The narrow 

base is the result of the positive 
feedback betwen the diabatic heating 

and the ageostrophic convergence at 

the lower levels. Figure 2b shows the 



a 

l 
I 

b. 

Fig. 2: Contours of the instantaneous heating 

field (El in units of the maximum of E 

(unity=Emaxl at intervals of 0.1. (a) 
Basic frontogenesis case, Emax=9xlo-5 

Ks-1 • (b) Frontogenesis with a 

mesoscale anomaly, Emax=l.4xl0-4Ks-1 . 

mesoscale anomaly has induced the 

formation of two distinct rainbands at 
the lower levels. Each rainband has a 

narrow base indicating that a positive 
feedback mechanism is working on each 
band. The bands are separated by 

about 200 km. The right band is more 
· -4 -1 intense, it has Emax = 1. 4xl0 Ks , 

the left band has Emax = 8xl0-5Ks-1 . 

These results indicate that when 
mesoscale anomalies are present in the 
atmosphere, complex patterns in the 
vertical velocity field were induced, 
which resulted in the formation of 
middle level rainbands. When 
proposing 
cause of 

mesoscale anomalies 
rainbands, the 

as the 
question 

naturally arises as to the origin of 
the anomalies themselves. One 
important source is diabatic heating. 

Equations 
diabatic 
in the e 

( 1) and 
heating 

and q 

(2) indicate that 
generates anomalies 
fields. Thus in a 

moist atmosphere which has undergone 

many precipitation cycles, thee and q 
fields may become highly non uniform 
on the mesoscale. So the basic 
assumption of 
initial stages 

this study at the 
the of frontogenesis, 

atmosphere may contain mesoscale 

anomalies) appears to be a reasonable 
one. The natural variability of the 

atmosphere on the mesoscale is an 

important problem to be studied in the 
future. 
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SIMUIATION OF FRONTAL CIDUDS AND PRECIPITATION 

USING A MES0SCALE WEATHER PREDICTION :t-ODEL 

E. Muller, u. Wacker 

Deutscher Wetterdienst, Offenbach, FR Germany 

1 INTRODUCTION 

Cloud physical processes play an important 

role in the development of frontal systems, 

since a feedback to the dynamics takes place 

through diabatic heating by phase transitions. 

A better understanding of these processes can 

be achieved by extended field observations 

(e.g. Hobbs et al., 1980) and/or by numerical 

simulation within a canplex 3D dynamical 

framework. Weather prediction models, confined 

as yet to the synoptic scale, begin to include 

the meso-o<.scale (e.g. Bell and Dickinson, 

1987). But the treatment of cloud physical 

processes remains nevertheless very simplified. 

At the Deutscher Wetterdienst a regional nu­

merical weather prediction (NWP)model - the 

"Europa-Modell" (EUM; Muller et al., 1987) -

was developped as experimental precursor of a 

later operational version. In this model meso-~ 

structures of cloud and precipitation coupled 

with fronts and orography are resolved; on the 

other hand, the hydraneteorological processes 

in stratiform clouds are parameterized in re­

lative detail. 

This has been done 

- to properly include physical mechanisms as 

phase transitions or cloud/radiation inter­

action, 

- to improve the forecast of weather parame­

ters like type and amount of cloudiness and 

surface precipitation, 

- to provide a suitable meteorological basis 

for air pollution modelling, 

- to investigate cloud physical processes in 

a realistic dynamic environment. 

2 :t-ODEL DESCRIPTION 

The canputational domain of EUM covers Europe 

and the Eastern North Atlantic with a mesh size 

532 

As= 63.5 km. In the vertical, the atmosphere 

is resolved by 18 layers of upward increasing 

thickness in a terrain following coordinate 

system. The time step is 75 s. In addition to 

the grid-scale equations for the prediction 

of the flow and mass fields, EUM contains a 

canplete parameterization package related to 

horizontal diffusion, vertical turbulent 

fluxes, soil processes, stable precipitation, 

moist convection and radiation. 

Concentrating on the aspect of specific 

interest, prognostic variables are total heat 

h (= cPT + Lvq_,) and total water content '¼c 

(= q + q; q, q: specific content of vapor, 
V C V C 

cloud water). T, q, q follow diagnostically 
V C 

£ran h, '¼c' if saturation equilibrium within 

clouds is supposed. The adjoint parameteri­

zation scheme of stable precipitation (Fig. 1) 

includes the ice phase. It is of Kessler-type 

and allows for interactions between two pre­

cipitation phases rain and snow (ice), cloud 

water and water vapor by: autoconversion of 

cloud water to rain (AUT) and to ice ( "nucle­

ation" NUC), deposition (DEP), riming (RIM), 

shedding (SHED), melting (MELT), accretion 

(ACC), evaporation of raindrops (EVAP). The 

precipitation rates PR, PI result fran vertical 

integration, assuming stationarity and neg­

lecting advection (equilibrium in columns): 

R 

Rain 

AUT 

ACC 

EVAP 

C 
Cloud 

V 
Vapour 

NUC 

RIM 

DEP 
Ice 

PR MELT, SHED p
1 

» ,4 »)) » 77 I I I)) I I I II I I II I II II >I,,¼ > » 

Fig. 1: Scl,ematic diagram of processes involved 
in the precipitation parameterization. 
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aP1 · 
ap=SNuc+SRrM-SSHED-SMELT+SoEP 

with 

SAuT=[l-e(T)Jqc/TAl'.T, TAuT=lO' s 

SN1.:c=e(T)qcl-rN1x, TNuc=l03 s 

SsHED=H(T-To)SRrM, 

H(x): Heaviside function 

SMELT=a 8P]'8
•
6 {l+bsPJ· 818

•
6

} (T-T0 ) 

SDEP =a.PJfB.G{l+b,PJ-BfB.6}(qv-qii>l 

SEVAP= a 6Pf/9 {1 +bsP}15
} (qJ't'-qv) 

By choosing different time constants for AUT, 

NUC and a function £(T) increasing from Oat 

T = o0 c to 1 at T = -38°C, the formation of 
0 

ice is favoured as temperature decreases. The 

coefficients a 2, a 4, a 5, b4 are temperature 

dependent reflecting the varying crystal growth 

habit and the temperature difference between 

hydrometeor and air. Considering also the 
. . 1 (W) effect of different saturation va ues qvs, 

%!) over water and ice, resp., we see: the 

role of the ice phase in precipitation for­

mation is clearly accentuated, particularly 

the Bergeron-Findeisen process. 

3 A CASE STUDY 

The forecast starting from 23 January 1986 

00 UTC is selected for a case study. The 

synoptic situation shows a cold front moving 

rapidly southward from the British Isles/North 

Sea over France to the Mediterranean. According 

to the 9h-forecast the front lies over southern 

England. In the cross-section (Fig. 2) it is 

indicated by maximum rising motion and deep 

cloudiness between 400 and 500 km. A second 

prominent cloud system (700 to 900 km) is oro­

graphically influenced by the Massif Central. 

Strong down winds cause a well-marked cloud 

edge; only low clouds with relatively high 

water content cover the surrmit. The o0 c-iso­

line rises from 900 hPa (N) to 750 hPa (S). 

Fig. 3 provides additional information about 

the contribution of the different microphysical 

processes participating in the production of 

precipitation. In deep clouds, most precipita­

tion is generated via the ice phase. Concerning 

the frontal cloud system vertical profiles of 

the conversion rates show an effective seeder­

feeder mechanism. Here we find the highest sur­

face precipitation rate though the integrated 

cloud water is essentially lower than in the 

orographic cloud system. This is brought about 

by depositional growth in layers supersaturated 

with respect to ice (indicated in Fig. 2b), and 

by riming in lower layers. Cloud water is 
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as in Fig. 2 

therefore removed very effectively. On the 

contrary, high ~-values are generally found 

in shallow clouds in the lower troposphere, 

e.g. over mountains. 

Due to tl,e lack of adequate observations this 

plausible picture of simulated cloud physics 

cannot be verified in detail. Canpared with 

synoptic observations for the period 6-18 U'IC 

the model is in reasonable overall agreement 

with respect to accumulated precipitation. 

4 CONCLUSION AND OUTLCDK 

It is the intention of tlus work to formulate 

the hydrologic cycle in NWP models as rea­

listic as possible. Certainly, the elaborated 

parameterization scheme applied gives sane 

insight into the hydraneteorological process. 

The increased canputational amount, however, 

is not easily justified. Canparative experi­

ments with simplified parameterizations reveal 

that surface precipitation is essentially 

determined by the dynamics of the system via 

the water budget and shows very limited sen­

sitivity to the details of the parameteri­

zation. Rather the model abnosphere tends to 

an equilibrium between dynamically forced gain 

and any precipitated loss of condensate. In 

tlus sense, the stable and convective canpo­

nent of precipitation also supplement each other. 
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Accordingly, expectations are mainly directed 

to 3 aspects: spatial and temporal precision 

of precipitation forecast, especially in con­

nection with meso-(6 models; quality of cloud 

prediction; provision of infonnation neces­

sary to calculate wet deposition (rainout, 

washout). 

Future work is necessary, to adapt and possibly 

supplement ( cloud ice phase! ) the physical 

scheme and its numerical realization for use 

in meso-~ models, to take into account partial 

cloudiness, mainly in vertical respect, to im­

prove the field analysis of atmospheric water 

variables. 
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LONG LASTING TRADE WIND RAINBANDS 

Tsutomu Takahashi 

Physics Department, Kyushu University 

Fukuoka,Japan 812 

1.INTRODUCTION the coast (first cloud band) showed a strong 

The study of rain in Hawaii that was conducted 

using aircraft has revealed many findings 
(TAKAHASHI 1977, p. 1773: 1981. p347; 1986 p. 

575). These inc I ude observation of raindrops 
near the cloud top, long-lasting rainfal 1 from 
certain types of rainbands, and a high rain­

water accumulation rate in multicel I clouds. 
Both a three-dimensional cloud model with 

microphysics and the 1985 Joint Hawaii Warm 
Rain Project data were used to confirm and 
extend the previous observations and to inves­

tigate the physical concepts. 

2. RESULTS 

a. Drop size distribution 
On July 24, 1985, two rainbands developed 

upwind of Hi lo, Hawaii in para! lei to the 

low level 

rainfal I, 

+ 

+ 

convergence and produced heavy 

while the rainband further from 
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coast (second cloud band) had no low level 
convergence and did not produce rainfall. In 

the second band (cloud top, 2.7 Km and cloud 
base 0.5 Km), maximum updraft (5 ms- 1

) was 
observed near the cloud top and a downdraft 
was seen along the cloud boundaries, sug­
gesting a "developing stage". 

In this second cloud band, the modal size of 

cloud droplets increased with height, and the 

drop size distribution abruptly became broader 
when the moda I size grew to 25 µ m in diameter 
near the cloud top (Fig. 2). Raindrops (1 mm 

in diameter and in the concentration of 10 
mm- 1 m- 3 ) were observed near the cloud top. In 

this area, both cloud droplets and drizzle 
showed maximum mixing ratios. 
In the first cloud band the cloud drop growth 
rate was higher than in the case of the second 
band. The preliminary growth that occurs in 

the feeder cloud eel Is seems to be the reason 
for the observed large cloud drops even at low 
levels. Small particles among precipitating 

particles falling from cloud top are recycled 
at the middle of cloud. Raindrop formation is 
thus be enhanced. Further raindrop growth is 
seen at the lower part of cloud by collecting 
low-level large drops. The 3D model demon­
strates that the fast raindrop formation is 
due to the low cloud muclei concentration and 
drop recirculation. 

b. Long-lasting rainband 

On July 12, 1985, a very broad band (about 50 
Km in width) developed along a north-to-south 
direction (Fig. 3). Winds had a parabolic 
profile with strong low-level wind twists. 
The radar echo lasted for about two hours at 
maximum. Updraft in the cloud was sloped to 
the upshear (maximum speed about 7 ms- 1 ). 

Gentle downdrafts were seen at both east and 
west cloud boundaries. Equivalent potential 
temperature profiles showed the I ifting of air 
at very low levels from the west. 
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Fig. 3. Long-lasting rainband 
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Fig. 4. Model of long-lasting rainband. 
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Thermodynamic profiles projected at the hori­

zontal levels of 500 m and 170 m showed the 
inflow of moist air from the northwest at low 
levels. Dry air descended from east of the 
rainfall area at the 500 m level and stretched 
to the western and southern part of the rain­
fal I area at the 170 m level. Temperature was 
about l°C warmer at the western side than at 
the eastern side of the rainband (Fig. 4). 
The 3D model which produce long lasting rain­
fal I shows sloped updraft where raindrops do 

not interfere with the updraft. Dry air which 
acts as a dissipating effect on cloud develop­

ment in the trade wind layer is not intruded 
and raindrops do not block the low-level 
reverse flow. 



c. Precipitation processes in multicell 

clouds 
On July 19, a band cloud developed over the 
land in nearly an east-west direction. The 
cloud size was about 15 Km wide and two cloud 

eel Is were identified across the cloud band. 
A strong temperature difference (4°C) was 

measured at low levels. The heavy precipi­
tation area coincided with the area of the 

maximum horizontal temperature gradient at low 

lev.els. Both eel ls were located at the 
northern (warmer) side of the precipitation 

area. The updraft sloped from the north to 

the south with increasing height. Analysis 
leads to the fol lowing conclusions about 
drop growth processes (Fig. 5). 
In the northern cloud cell, cloud drops grow 

by condensation during upward movement. At 

the upper part of the cloud eel 1, drizzle is 
formed and raindrops grow, fal I ing at the 

southen part. At low levels, downdraft due 
to rainfal 1 forms a convergence and creates 

a second cloud eel I between the first cloud 

eel I and the rainfal I column. Due to the 
supply of low-level moist air, the drop 

growth rate is high in the second cell, even 

at low levels. The recirculation of large 
cloud drops by the downdraft also helps to 
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Fig. 5. Model of cell-cell interaction for 
precipitation. 

grow drizzle earlier. Raindrops fal 1 ing from 

the first cloud eel I capture the drizzle and 

increase in size. Thus rainwater becomes 
maximum at the lower part of the cloud. 

3. Conclusions 
(1) In the trade wind cumulus clouds raindrops 

are formed efficiently by drop 
recirculation. 

(2) Trade wind cloud bands producing long­

lasting rain showers are characterized by 
a special airflow pattern where dry air 

does not intrude. 

(3) Cells in the multicell cloud interact 
microphysically with each other to produce 

an efficient precipitation process and 
maintenance of the rainband. 
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1. BACKGROUND 

The Joint Hawaii Warm Rain Project (JHWRP) in 1985 
was a collaborative aircraft experiment designed to explore 

the processes leading to warm rain evolution in cumulus 
clouds off the east coast of Hawaii. The site was chosen 

because of the regularity and relative simplicity of the clouds 

and the fairly extensive documentation on the meteorology in 

the region. 

In the present study we have investigated the interac­

tions of the clouds and the near-cloud environment. 

Specifically, we addressed the following questions: 

i) What generates the clouds? 

ii) Can we estimate entrainment rates as functions of 

cloud parameters? 
iii) Which are the preferred regions of entrainment"? 

Which are the important mechanisms of transport of 

the entrained air within the clouds? 
iii) How do detrained parcels modify the environment 

surrounding the clouds? 

2. FIELD PROJECT AND DATA ACQUISITION 

During 6 weeks (July-August 1985) the University of 

·wyoming King Air sampled the bandclouds that develop off 

the east coast of Hawaii. The measurements included thermo­
dynamic, dynamic and microphysical variables. For a 
detailed description of the instrumentation we refer the reader 
to Cooper (1978). The dataset was analyzed to detect incon­

sistencies and the methods used to correct them are described 

in Jensen et al. (1988). 

The results presented in this paper represent a subset of 

the total dataset. It includes sixteen of the clouds sampled 

during July 10, 11, 12 and 13. 

The sampling of the clouds usually started around 6 am 

local time, with a clear air sounding ( during take-off), fol­

lowed by penetrations at different levels, almost always start­

ing at cloud top. The studies ended with the determination of 

conditions at cloudbase and in some cases, there were passes 

underneath cloudbase through precipitation. The radar on 

board was used to avoid the regions of strong echoes during 

the penetrations. 

:3. ENVIRON.MENTAL CRI\RACTERISTICS 

The island of Hawaii represents an obstacle to the 

incoming stratified tradewinds. The flow is governed by the 
Froude number, which in this case is very low (f':::::; 0.2.5). Smo­

larkiewicz et al. (1987) have simulated the flow around Hawaii 

with a 3D model. They find that for such small Froucle 

+ NCAR ls sponsored by the National Science Foundation 
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number, a region of low level convergence develops upwind 

of the coast and bandclouds develop above that region. A sur­

face map with the location of the clouds included in this 

study clearly shows that these clouds were aligned in an arc­
like pattern following the coastline. 

Typical thermodynamic soundings show the presence of 

very moist subcloud and cloud layers (80% RH) and very dry 

(20% RH) above the trade inversion. The horizontal wind 

below the inversion is typically from the East or ENE. The 

change in equivalent potential temperature from below to 

above the inversion ranges between -10 and -16 K. At the 
inversion level there is usually a change in wind speed and 

direction, and above it, we observe either northerly or south­

erly winds. A typical example of an environmental sounding 

obtained during take-off (f':::::; 6 am local time) from Hilo on 

July 11 is shown in Fig. 1. Notice the return flow and the 

characteristic dry and cool air associated with it. Cloud base 

height was typically 500 to 600 m and tops ranged between 

2500 and 3000 m, depending on the height of the trade inver­

sion. 

~ 
I 

800 H--+-+---,L--lr-C.:---i+---1-h.../---,I 

0 

Figure 1. Sounding (skew-T diagram) observed dur­
ing 55000-55812 on July 11, 1985. 

4. CLOUD EVOLUTION 

4.1 Cloud Generation 

We have computed the buoyancy of incloud parcels as a 
function of the height above cloudbase. Although the buoy­

ancy should be interpreted with caution given that it is the 

result (usually small) of the difference between two large 

numbers, we find that the average buoyancy is negative just 

above cloudbase. From this result, the fact that there is a 



region of convergence and the observation that the clouds 

form in bands, we conclude that these clouds are dynamically 

forced. The forced ascent produces negatively buoyant par­

cels. 

The level of free convection for these clouds is usually 

only a few hundred meters above cloudbase. Once the ascend­

ing parcels go beyond this level, they become positively buoy­

ant and the effect of latent heat release takes over the cloud 
dynamics. 

4.2 Rate of entrainment 

The total water content Q(kg/kgair ), is found, in aver­

age, to decrease with height, indicating that dilution is occur­

ring. We have estimated a bulk entrainment rate that 

corresponds to a scale of ~ 1km, which is of the order of 

cloud scale. We have used this rate in a simple plume model 

and obtained fairly good agreement with observations for the 

equivalent potential temperature and the number concentra­

tion of cloud droplets. 

We have computed the ratio between the liquid water 

content and the adiabatic liquid water content. \Ve observe 

that this ratio varies widely at all levels. In average we obtain 

higher values than those reported by Warner (1970) for Aus­

tralian cumuli. 

4.3 Undiluted parcels 

The analysis of individual case studies reveals the pres­

ence of what we believe are undiluted parcels, defined 

( Jensen, 1985) by the following criteria: 

i) IT-Tad 1~0_50 
ii) maximum in vertical velocity 

iii) minimum in turbulence intensity 

Fig. 2 shows an example of the parcels that we have classified 

as undiluted. The top box (thick line) shows a maximum in 

the vertical velocity between 72502 and 72504. The middle 

box has the departure of the temperature from the adiabatic 

value (thick line), showing a 'plateau' during those same 

seconds. The bottom box shows a big drop (more than a 

decade in logarithmic scale) in the turbulence intensity (thick 

line). The liquid water content also has a maximum for this 

period. vVe have found these parcels at all levels, even above 

the trade inversion. Their typical sizes are a few hundred 

meters, only a small fraction of cloud volume (typical hor­

izontal dimension: 3-5 km). 

4.4 Sources of entrainment 

We investigated the sources and rates of entrainment in 

the manner which has become standard, using Paluch (1979) 

and saturation point (Betts, 1982) diagrams. Fig. 3 show typi­

cal saturation point diagram for a penetration below the 

inversion. In Fig. 3, all the cloudy parcels are buoyant with 

respect to the environment at the observation level. 1vlixing 

cloudbase air with environmental air from levels above the 

inversion would produce even more positively buoyant parcels 

at the penetration level. It does not appear likely that air 

from above this level has actually descended within cloud to 

Ii ! L f ;-; Q. 
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Figure 2. Time series for 72330-72700 on July 12. 
The penetration was made above the trade inversion 
at 2100 m. The top box shows the 50 Hz Nstrobe, 

FSSP droplet count (thin line}. All other parameters 
are 1 Hz values. The medium line shows the vertical 
velocity, w and the bold line shows the pressure p. 
The middle box shows the reverse flow temperature, 
Trr (thin line), the Lyman-a temperature, TLa 
(medium line), and the cooling due to entrainment, 
TLa - Ta (bold line). The bottom box shows the 
scavenging rate, Sr (thin line), the rain rate, Rr 
(medium line) and the turbulent energy dissipation 
rate, E (bold line). 

862 mb. The fact that negative vertical velocities were seldom 

observed below the inversion is consistent with this thermo­

dynamic conclusion. The buoyancy pattern shows negatively 

buoyant parcels concentrated in a localized region near the 

inversion. We conclude that penetrative downdra.fts are not 

an important transport mechanism, at least not on the scale 

of the cloud. Downdrafts were usually observed around the 

edges of the turrets (both up and downwind), bringing down 

air from above the inversion that then entered the cloud. 

Our analysis suggests that continuous entrainment 1s 

occurring and that buoyancy sorting ( Jensen, 1985) does not 

play a role in the determination of the composition of incloud 

au·. 

4.4 Incloud fluxes 

We have computed incloud vertical fluxes of total 

water, heat and momentum (vertical and horizontal) and 

obtained average values as functions of height. Leaving seg­

ments with precipitation out of this study, the average value 

of the fluxes (over the trade layer) increase to about 150% of 

cloudbase values and then decrease to a.bout 50% of cloud­

base values, suggesting that there is entrainment in the trade 

layer and detrainment at the level of the inversion (also con-
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Figure 3. Saturation point diagram for a study on 
July 11. Cloudbase was determined at 71412, the en­
vironmental sounding ( thin line) was observed during 
64830-70130 and the incloud samples (small +) were 
sampled during 70900-71030 at a flight level of 862 
mb. 

sistent with picture from buoyancy considerations of parcels 

oscillating around that level). 

5. MODIFICATION OF THE ENVIRONNIENT 

Fig. 4 shows the sounding taken on July 12 during 

take-off, on the downwind side of the bands. The characteris­

tic points of parcels resulting from the mixture of two air 

sources would appear as a straight line in this diagram. 

Notice how the sounding shows a distinct break around 870 
mb, within the trade layer. Betts and Albrecht (1987) find a 

similar pattern in soundings from FGGE. They suggest that 

precipitation falling and evaporating into the dry air near the 

inversion produces negatively buoyant parcels that sink down 

to midlevels, producing the break. 

We have computed vertical fluxes of moisture in the 

surrounding clear air, both up and downwind of the clouds, 

1s • .....,..,..,..,.... ...... ..,.....,..,..,..,..,..,..,...,.,.....,........,..,..,..,.T"'.....,,..,..,..,..,..., 

16 

Near surface 

x 870mb 

z. Trade inversion 

a. 1.... .................. ...J.. .................... --'-'::1::'.-.................... 3;:
0
::':a .................. ~350, 

310, 320, 330, 7 • 

EQUIVALENT POT. TEMP. (Kl 

Figure 4. Environmental sounding observed during 
60054-60754 on July 12, downwind of the clouds. 
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using the approach legs before the aircraft penetrated the 

clouds. There is evidence of moisture flux convergence 

around midlevel within the trade layer on the downwind side. 

This is consistent with preliminary analysis of the 

results of 3D simulations (Smolarkiewicz et al., 1987) which 

suggest that the clouds process the air in such a way as to 

generate regions with relative maxima of Q a.nd 0 e and 

minimum vertical velocity within the trade layer. 

The mechanism of Betts and Albrecht requires the eva­
poration of precipitation into the dry inversion air. This 

implies strongly sheared clouds, which were usually not 

observed. Precipitation was usually observed falling through 

cloudbase. We suggest that air de trains from the clouds at 

upper levels, mixes with the clear air and then finds its level 

of neutral buoyancy to form the top sublayer. 

6. DISCUSSION 

Our results suggest that the bandclouds are dynamically 

forced by a region of low level convergence. This convergence 

determines the location of the onset of convection, but the 

incloud dynamics above the level of free convection 1s 

governed by the release of latent heat of condensation. 

There appears to be continuous, lateral entrainment, 

with some unmixed parcels reaching cloudtop. A simple 

lateral entraining plume produced fairly good agreement with 

the observations. We find this interesting, given the fact that 

the clouds are still under the influence of the sources of 

momentum and buoyancy and are certainly not self-similar. 

We find that buoyancy sorting and penetrative down­
drafts originated at cloudtop (by evaporative cooling) are not 

important mechanisms of incloud transport of entrained air, 

as contrated to results from continental cumuli ( Jensen, 

1985). The explanation for these different results is linked to 

the humidity of the environment. In our case, the environ­

ment is very moist and mixtures of incloud and clea.r air par­

cels are positively buoyant and keep moving upwards. 

We observe a marked moisture flux convergence m the 

clear air downwind of the clouds, at midlevel within the trade 

layer. This is consistent with the increase in Q and 0e 
observed at midlevel in the clear air soundings, suggesting 

that the clouds play an important role in the development of 
two sublayers. 
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STRUCTURE OF LAYER CLOUDS AS OBSERVED SIMULTANEOUSLY 

BY A MICROWAVE RADIOMETER AND AN 8.6 mm-RADAR 

Guosheng Liu and Takao Takeda 

Water Research Institute, Nagoya University 
Nagoya 464-01 Japan 

1 • INTRODUCTION 

Middle-level layer clouds associated with 

sub.tropical cyclones near Japan were ob­

served in spring of 1985 simultaneously by 

a microwave radiometer and an 8.6 mm-radar. 

In this paper observational results will be 

analysed, especially paying attention to 

their glaciation degree which is defined by 

the ratio of ice-water amount to the sum of 

liquid-water and ice-water amounts. 

2. DATA 

Vertically-integrated liquid-water ~mount 

(L) is estimated by analysing the data of a 

19.35 GHz microwave radiometer together 

with upper~air sounding data. The error of 

estimation is expected to be within 10 

mg/cm2• Since the formation of large water 

drops can be hardly expected at middle­

level layer clouds above freezing level, it 

is concluded in consideration of the de­

tectable limit of our radar that radar 

echoes above freezing level resulted mainly 

from large ice particles. For this reason 

we estimated ice-water amount in the cloud 

on the basis of its radar-echo intensity. 

Data of the microwave radiometer and the 

8.6 mm-radar were available only before the 

initiation of rainfall. 

3. CASE STUDY (6-7 APRIL 1985) 

Clouds in this case were associated with 

a warm-front. Fig.1 shows a time-height 

section of radar-echo intensity (upper) and 

vertically-integrated liquid-water amount 

(lower) in the period of 5.10 to 9.00 on 

the 7th. Vertically-integrated radar-echo 

intensity (R), which would reflect the 

amount of ice particles, is also shown in 

arbitrary unit in the lower figure. Radar 

echoes were observed between 3 and 6 km 

levels and exhibited clearly a cellular 

pattern. L exceeded 40 mg/ cm 2 sometimes 

after 6.00. Interestingly, peeks in L were 

observed well consistently with cellular 

radar echoes. 

As shown in Fig.2, radar echoes in the 

period of 17.10 to 20.50 were intensive in 

comparison with those in Fig.1 and they 

existed at upper levels as well as middle 

levels. Echo top defined by -6 dBZ was as 

high as 8 km. L was less than 10 mg/cm 2 

before 19.00 when radar echo was intensive, 

and it increased as radar echo became weak­

er. Vertically integrated ice-water amount 

(I) is 4 mg/cm2 on an average in the period 

of 6.00 to 8.00 on the 7th and 31 mg/ cm 2 

in the period of 18.00 to 19.00 on the 6th. 

Total amounts of condensed water (T=L+I) 

are 41 mg/cm2 and 36 mg/cm2, respectively, 

in the above two periods. That is, their 

glaciation degrees are about 10% and 85%, 

respectively. Upper air soundings at 21.00 

on the 6th and 9.00 on the 7th showed the 

existence of middle-level clouds around 4 

km where relative humidity were larger than 

80%. Freezing level was about 2.5 km. 

4. TWO DIFFERENT TYPES OF CLOUDS 

Though total water amounts are not so dif-
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Fig.1 Upper: Time-height section of radar 
echo intensity. Contours are drawn every 3 
dBZ from -6 dBZ. Lower: Variations of L 
(solid line) and R (dotted line). 

ferent, clouds in the period of 6.00 to 

8.00 on the 7th had low echo-top and low 

glaciation degree, and clouds in the 

period of 18.00 to 19.00 on the 6th showed 

high echo-top and high glaciation degree. 

Hereafter, these two different types of 

clouds will be called type-A and type-B, 

respectively. Both types of clouds were 

often observed in spring of 1985. Some 

examples are shown in Table 1. The rela­

tionship between T and I are shown in 

Fig.J. Glaciation degree is less than 10% 

in type-A clouds and larger than 50% in 

type-B clouds. 

On the basis of observational data their 

structure and precipitating formation pro­

cess are described as follows: 

A type-A cloud is a one-layer middle-level 

c:oud and ice particles form near its top. 

Since air temperature at the top is not so 

low as to allow a sufficient amount of 

nuclei to be activated, ice-water amount in 

the cloud is low in spite of abundant 

liquid-water. Glaciation degree is low (7% 
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Fig.2 Same as Fig.1 except for 17 .10 to 

19.50 on 6 April. 

on an average for 3 cases). Radar echo 

exhibits cellular structure in a spatial 

scale of several-ten kilometers and a peek 

in L corresponds to each cell. On the other 

hand, a type-B cloud is a two-layer cloud 

system. Ice particles are initiated in an 

upper-level cloud and grow due to falling 

through a middle-level cloud. Ice particles 

are abundant, and glaciation degree is high 

(63% on an average for 3 cases). Spatial 

variations of Land I are not correlative, 

and sometimes they are in an inverse rela­

tion. 

The significiant difference in glaciation 

degree between type-A and type-B clouds 

would result mainly from the existence of 

an upper-level seeding cloud ( 11 seeder­

feeder11 process) and the intensity of an 

updraft at middle levels. Upper-level 

clouds in type-B must have played an impor­

tant role in promoting the glaciation in 

middle-level clouds by supplying much more 

ice particles than in type-A clouds. It is 

also shown by both observations and numeri­

cal computations that the growth of ice 

particles at middle levels is faster in 



Table 1 Examples of two different types 
of clouds 

CASE DATE Hr Htop Ttop TYPE 

1 7 Apr. 2.5 6.0 -15 A 

2 5 May 4.0 5.0 -6 A 

3 10 May 3.5 7.5 -23 A 

4 6 Apr. 2.5 8.0 -30 B 

5 26 Apr. 3.5 9.5 -35 B 

6 7 Jun. 4.0 9.5 -28 B 

N0rEs: Hr: height of freezing level (km). 

Htop: height of echo top (km). Ttop: air 

temperature at Htop· 

40~---------,r-------~-:;;:,, 
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Fig.3 Relationship between T and I in each 
case (1 to 6 in Table 1 ). 

type-A clouds than in type-B clouds. This 

implies that the middle-level updraft is 

stronger in type-A clouds. Accordigly, the 

present study showed quantitatively that a 

middle-level cloud could ·not efficiently 

produce solid precipitation even though it 

forms by a strong updraft, unless an upper­

le~el cloud supplies sufficient amount of 

ice particles to it. 

Statistical results on vertical radar-echo 

distribution in a layer cloud is summarized 

in Fig.4, in which a type-A cloud results 

in a small value orJze 1 and a large value 

of (Jze2 -Jze1) and a type-B cloud results 

in a large value of)Ze1 and a small value 

of (Jze2 -)ze1). It can be seen that most 

of non-convective precipitation in spring 
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Fig.4 Relationship between~ and 
<J"z.:; -~). Here, ze1 and ze2 are one­
ho; aver:ged radar-echo intensities at 2.5 
km and 0.5 km levels above the central 

level of bright band. 

around Nagoya (35N,137E) can be produced by 

type-A or type-B clouds, though other types 

of precipitation are frequently observed 

during Baiu season (from middle of June to 

middle of July). 

543 



ANALYSIS OF SINGLE DOPPLER RADAR DATA: 
WIND FIELD AND PRECIPITATION OBSERVATIONS 

DURING A FRONTAL PASSAGE 

Martin Hagen 

Institut fi.ir Physik der Atmosphare, DFVLR, 8031 Oberpfaffenhofen, Fed. Rep. of Germany 

1 INTRODUCTION 

Various techniques have been developed for meso­
scale wind field estimations by single Doppler meas­
urements (KOSCIELNY et al., 1982, WALDTEU­
FEL and CORBIN, 1979). These techniques give the 
wind vector, divergence and deformation from single 
Doppler data within large sector elements. If only 
the horizontal wind vector is of interest, it is suffi­
cient to apply simpler methods to smaller sectors 
such as the uniform wind technique (PERSSON and 
ANDERSSON, 1987). To reduce the sector size and 
to increase the accuracy the ECUW method was 
developed (ECUW = equation of continuity com­
bined uniform winds). 
The ECUW method is applied to the Doppler data 
of the new DFVLR radar at Oberpfaffenhofen 
(SCHROTH et al., 1988). The retrieved wind fields 
are compared with wind profiles obtained by the 
V AD technique (BROWNING and WEXLER, 
1968) and with rawinsonde data. Additional infor­
mation on the structure of the cold front is given by 
vertical cross sections of the reflectivity and of the 
spectral width of the Doppler velocity. A case study 
is performed with the data of December 19, 1987 
when a cold front, associated with a strong frontal 
rainband, approached the Alps. The data suggest an 
orographic influence on the formation of the rain­
bands. 

2 THE COMBINED WIND VECTOR METHOD 

The uniform wind technique is based on the fact that 
if the wind field is constant within a limited region 
the unknown tangential wind component v<f, can be 
computed from the measured radial velocity vr by 

( I ) 

The horizontal equation of continuity in polar coor­
dinates is 

(2) 

where p is the density of air (a function of the height 
only), and </> the azimuth. Within a horizontal sector 
of 5° in azimuth and 5km in range, the average v,, 
avr/8r and ovJ8</> are computed from the measured 
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Doppler data. v<f, is derived from (I), and v<t,/3</> from 
(2). This is repeated for all the sector elements of a 
PPI scan. It is assumed that the error of the directly 
measured vr and o(rvr)/or, is less than the error of the 
estimated v<f, and av<t,/3</>. Velocity v<f, and av<t,/3</> ~re 
therefore adjusted until they are in accordance with 
the results of the adjacent sector elements along the 
same circle. o(rvr)/or and the final adjusted ov<t,/o<f> 
give an estimation of the horizontal divergence. 
Finally the results of the sector elements from PPI 
scans at different elevations are interpolated to a 
cartesian grid system. 
The ECUW technique has been tested with simu­
lated as well as with measured radar data. The 
results of these tests show that this method give a 
more accurate solution in those cases where the uni­
form wind technique fails due to strong tangential 
gradients of vr. The ECUW technique therefore, 
allows the use of smaller' sectors elements, which is 
essential to retrieve discontinuities, as they occure 
along fronts. 
The maximum elevation for reliable results from the 
ECUW method is estimated to be below 10° 
(BROWNING and WEXLER, 1968, PERSSON 
and ANDERSSON, 1987). The elevation angle is 
limited by the influence of the particle fall-speed on 
v,, and the influence of ovJoz on 3vr/3r. Within the 
accuracy of the ECUW method (~2ms- 1), however, 
no systematic error was found up to an elevation of 
200. Figure I shows a comparison between a rawin­
sonde ascent and the ECUW-analysis for the 
launching site of the rawinsonde at Munich. 
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Figure I. Rawinsonde Munich (dashed) and ECUW 
winds (solid) at 23:00 UTC on Dec. 18, 1987. 
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Figure 2. Position of high reflectivity cores <?ZlZZb and 
wind-shear zone (----) at the indicated times (UTC) on 
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(Oberpfaffenhofen), .6. Rawinsonde (Munich), smoothed 
orography (Meter MSL). Inset shows propagation of the 
front. A - B base line for Fig. 4 and 5. 

3 ANALYSIS OF A COLD FRONT 

During the German Front Experiment 1987 
(HOINKA and VOLKERT, 1987) cold fronts were 
observed in order to study the influence of the Alps 
on frontal systems. On December 19, 1987 an ana­
type cold front approached the Alps from north-west 
(Fig. 2). This front was accompanied by a severe 
rain band embedded in a wide area of moderate rain. 

3.1 WINDFIELD 

Doppler data were analysed with the ECUW tech­
nique and interpolated to a cartesian grid. The x axis 
is orientated normal to the front (150°),y parallel to 
the front (60°), corresponding velocities are u and v. 
Figures 4a, b and 5a, b give examples of vertical 
cross sections parallel to the x axis. 
The v component (Fig. 4b) can be compared with 
Figure 3 when assuming stationarity. A low level jet, 
also termed as conveyor belt is located at the pre­
frontal edge whereas behind the front weaker paral­
lel velocities are observed. The u component (Fig. 4a) 
of the flow shows low (~Sms- 1) prefrontal and high 
c~1sms- 1) postfrontal velocities which exceed the 
propagation speed of the front c:::::; I 3ms - 1• This fea­
ture is often observed at narrow cold-frontal rain­
bands (e.g. HOBBS and PERSSON, 1982). The 
convergence leads to the strong line convection (i.e. 
rainbands) along the front. According to this obser­
vations the front can be classified as an ana-type 
cold front. 
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Figure 3. Time-height cross section of velocity parallel 
to the front ( v), computed by the V AD technique from 
PPI scans every 20 minutes. Distance scale corresponding 
to c = 13ms 1• 
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3.2 RAINBANDS 

Narrow cold frontal-rainbands have been described 
in detail by HOBBS and PERSSON (1982) or 
PARSON and HOBBS (1983). The core structure 
of the forced line convection is affected by the baro­
tropic instability produced by the strong wind shear 
within the flow parallel to the front. The precipi­
tation cores slightly change in size and shape during 
their passage through the Alpine foreland (Fig. 2). 
The propagation is closely connected to the post­
frontal wind speed and direction. 
The reflectivity data (Fig. 4c) show an extended 
region of high reflectivity. The edge of one precipi­
tation core is embedded in the high reflectivity of the 
melting layer, but smoothed by the interpolation to 
the cartesian grid. The spectral width of the Doppler 
velocity indicates the zone of maximum wind shear 
and turbulence. 
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Figure 5. Vertical cross sections along J\ - B (rig. 2) at 
2:32 UTC, front position at x = 40km. a) u component, 
and b) v component computed by the ECUW method, 

3.3 INFLUENCE OF OROGRAPHY 

Figure 5 shows the influence of the Alpine moun­
tains on the frontal air flow. When reaching the first 
ridge of the Alps(~ 1500m at Fig. 2) the rainbands 
a1c retained and their size propbably enlarged due 
to the orographic lifting of the cold air. According 
to the reflectivity data, no rainbands associated with 
the front, can be located within the Alps. Surface 
observation at Innsbruck (10km SSW of point B at 
Fig. 2) indicated the frontal passage at 3: IO UTC. 
The u component (Fig. 5a) has maintained its typical 
structure with low prefrontal and high postfrontal 
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velocities. The v component (Fig. 5b), however, has 
changed completely in the region of the front at 
x = 40km. It is now impossible to locate the pre­
frontal low level jct. 
It is assumed that the dense cold air may enter the 
North - South orientated Alpine valleys, while the 
strong parallel prcfrontal flow has to be lifted or 
retarded. Such effects arc expected to rearrange and 
weaken the internal circulation along the low alti­
tude frontal-zone. 

4 CONCLUSION 

The ECUW technique is shown to be an appropriate 
method to retrieve the mesoscale wind field from 
single Doppler radar data. This method was used to 
study the influence of the Alps on the frontal air 
flow. Within the Alps the prefrontal low level jct has 
disappeared. The band type precipitation cores 
along the front has changed into widespread pre­
cipitation at the windward side of the Alps, while the 
front continues propagating. 
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THE OCCURRENCE OF ICE IN CLOUDS ASSOCIATED WITH 
EXTRATROPICAL CYCLONES 

Roelof T. Bruintjes 

South African Weather Bureau 
Pretoria, South Africa 

1 INTRODUCTION 

Measurements of 
concentrations in 

ice crystal habits and 
clouds associated with a 

cold-frontal passage and in post-frontal 
cumulus clouds were collected as part of the 
Western Cape Precipitation Research Project 
(WCPRP), conducted during July 1983, near 
Cape Town, South Africa. The objective of 
the research was to investigate the 
microphysics of precipitation mechanisms 
operating in the dominant cloud systems. 
Weather in the Southwestern Cape in winter 
is dominated by eastward moving 
extratropical cyclones. The centres of these 
frontal systems move south of the continent 
and, consequently, precipitation is· 
associated with the passage of a cold front. 

The Southwestern Cape is affected by a 
considerable relief change especially over 
the peninsula. Traversing it from west to 
east, the altitude increases from sea-level 
to 1000 m over Table Mountain within a 
horizontal -distance of just 2.4 km. The 
larger mountain ranges further inland (-so 
km), to the east and Northeast of Cape Town 
show increases in precipitation on their 
windward side. These ranges are generally 
oriented in a NNW to SSE direction and about 
20 to 40 km broad with some mountain tops 
going up to 2000 MSL. As the frontal system 
crosses the larger mountain ranges they tend 
to dissipate rapidly with· a sharp drop in 
precipitation. 

It is well established that mesoscale 
rainbands are an important organised 
component of the precipitation associated 
with extratropical cyclones (Browning, 1974, 
and Matjeka et al., 1980). Generally the 
rainbands associated with the passage of a 
cold front tended to dissipate fairly 
quickly moving inland. However, on several 
occasions it was observed, especially in the 
post-frontal airmass, that showers were 
initiated by the topography. 

On two occasions, extensive aircraft studies 
were conducted in cold-frontal systems 
passing over the Southwestern Cape. The data 
discussed in the following sections will 
primarily be from these flights. 

2 DATA COLLECTION 

Ice crystals were collected on oil-coated 
slides exposed in a decelerator on the 
research aircraft (Aerocommander 690A). A 
detailed description of the instrumentation 
package installed on the Aerocommander and 
the measurement techniques is discussed in 
Krauss et al. (1987). Liquid water contents 
were measured by a JW probe while the the 
aircraft was also equipped with two Particle 
Measuring Systems (PMS) probes: a forward 
scattering spectrometer probe (FSSP), to 
count and size particles with diameters 
between 2 and 47 µm, and a two-dimensional 
optical array probe (2DC-OAP), which images 
particles from 25 to 800 µm diameter. Ice 
particles concentrations were measured by an 
ice particle counter (IPC). 

3 FRONTAL CASE STUDY 21-7-1983 

3.1 PRE-FRONTAL WARM-SECTOR CLOUDS 

The data presented in this section was 
collected during a circular descent in the 
rear half of a warm-sector pre-frontal 
rainband.A research flight in a warm-sector 
pre-frontal rainband was conducted on July 
21, 1983. Most of the cloud deck consisted 
of seperate layers. However, within the 
rainbands the cloud deck was one continuous 
deck. The lowest layer consisted of a 
stratus deck between 300 and 1400m MSL, 
while the second layer consisted of alto­
and nimbostratus clouds between 2000 and 
5000m MSL. The top layer, above 5000m MSL, 
consisted of cirrus-stratus. Within the 
rainbands, the cloud tops went up to about 
6700m MSL. 

The circular descent started at an altitude 
of 5500m MSL at the top of the deck with a 
temperature of -17.SOC. The descent was 
terminated at an altitude of 2800m MSL. The 
images collected from the 2D-C probe at the 
-ll.40C and -6.60C levels are displayed 
in figures 1 and 2. The images shown in 
figure 1 collected in the top part of the 
cloud deck indicate that columns and capped 
columns are the dominant crystal type 
observed in these clouds. Little or no 
riming is evident from the images, and the 
only larger particles observed are 
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aggregates. Note that two capped columns 
stuck together in figure 1. The images 
collected around the -6.60C level are 
displayed in figure 2. The growth of the 
particles by aggregation from the previous 
level is clearly evident. The liquid water 
content measured at this level showed a peak 
of 0.2 g m-3 and growth by riming might 
also have occurred. 

Fig. 1. Particle images collected with the 
2D-C probe at the -ll.40C level. 

Fig. 2. Particle images collected with the 
2D-C probe at the -6.60C level. 

The cloud droplet concentrations measured by 
the FSSP, and liquid water content measured 
by the JW probe, stayed low during the 
descent except near the ooc level where a 
maximum value of 0.65 grams per cubic meter 
( g m-3 ) was encounterd. The existence of 
liquid drops near the ooc level could be 
explained by the airmass with maritime 
characteristics. This was reflected in the 
cloud droplet spectra measured by the FSSP 
which were typical maritime in nature, with 
concentrations around 100 cm-3 and mean 
diameters around 20 µm. At colder 
temperatures these drops were quickly 
depleted via the riming process. 

The concentrations of ice particles by both 
the 2D-C probe and the ice particle counter, 
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decreased downward in the cloud during the 
descent. This is consistent with previous 
studies in rainbands in frontal systems 
(Hobbs et al,1980). The reason for the 
decrease in average particle concentrations 
with decreasing altitude observed in the 
clouds is due to the aggregation of ice 
particles. The aggregation of ice particles 
was evident on the two-dimensional images 
collected with the 2D-C probe. The 
occurrences of liquid water contents greater 
than 0.2g m-3, as measured by the JW 
probe, for one second time intervals during 
the descent, totalled 63 seconds. This 
implies that supercooled water in quantities 
greater than 0.2g m-3 occurred less than 
5% of the time during the descent. Liquid 
water contents greater than 0.4g m-3 were 
only detected on 7 occasions, mostly near 
the ooc level. 

The development of the precipitation via the 
"seeder-feeder" mechanism (Hobbs et al 
1980), was clearly evident in these clouds. 
Particles falling from the "seeder" part 
developed via the aggregation process before 
entering the "feeder" clouds. With low 
quantities of supercooled water detected 
above the ooc level, little or no riming 
was observed. The "feeder" clouds were 
maintained by a low level jet of moist air. 
One possible reason for not observing higher 
amounts of supercooled water might be 
because the descent was done in the rear 
side of the rainband. Higher amounts of 
supercooled water are usually associated 
with convection on the leading edges of 
these rainbands (Hobbs et al.,1980). 

3.2 PRE-FRONTAL COLD SURGE CLOUDS 

The passage of an occluded front around 
10h00 SAST on July 21, brought a surge of 
cold air, producing potential instability in 
the middle levels (800 to 400 hPa). The 
maximum amount of cooling occurred around 
the 600 hPa level where the temperature 
dropped 8.SOC between 01h30 and 12h30 SAST 
on July 21. This resulted in convective 
clouds within rainbands moving over the 
Southwest Cape. The relief seems to act as a 
triggering mechanism for some of the 
convective elements, as was the case on 
post-frontal days. A research flight was 
conducted between 14h21 and 16h42 SAST 
concentrating on the convective elements in 
the clouds and rainbands, to the east and 
northeast of False Bay. 

Convective elements were growing, embedded 
in altostratus and cirrostratus clouds with 
tops up to 6km and bases around 2km MSL 
within the rainbands. High amounts of 
supercooled water (1 to 2 g m-3) were 



present in the newly growing convective 
elements. The concentrations of ice 
part·icles ranged between 10 and 100 L-1 in 
convective parts of the rainbands. The high 
amounts of liquid water were depleted within 
5 to 8 minutes which might be indicative of 
an ice multiplication being active in these 
clouds. Ice particle concentrations between 
10 and 100 L-1 were detected 
simultaneously with supercooled water around 
lg m-3. A photograph taken from the oil 
coated slides collected in the high liquid 
water region at -9.00C is displayed in 
figure 3. It is evident that the dominant 
ice crystal habit in these clouds consisted 
of columns and capped columns. Rimed and 
graupel particles are clearly visible 
together with large cloud drops (-lOOµm). 

, 1 , i_, , , , rtrtn 
Fig. 3. Photograph from an oil-coated slide 

collected at the -90C level. 

Needles were also observed on numerous 
occasions in these clouds. A picture of an 
oil coated slide collected at the -soc 
level where needles were observed together 
with a graupel particle is shown in figure 
4. More examples of the crystal habits and 
graupel particles are displayed in figure Sa 
to b. Figure Sa shows an multiple capped 
column. A heavily rimed column is displayed 
in figure Sb. 

Fig. 4. Needles 
particle 
collected 
level. 

together 
from. an 
between 

with a graupel 
oil-coated slide 
the -5 and -80C 

Fig.5. Examples 
collected 
clouds.•' 
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of crystal habits 
in pre-frontal cold surge 

Although the "seeder-feeder" mechanism has 
an influence on the precipitation 
development in these clouds, the dominant 
precipitation feature was the convective 
cells. Although aggregation of ice particles 
still attributed to particle growth, 
aircraft observations showed that particle 
growth within the convective elements was 
dominated by the riming of ice particles. 
Convective elements also seem to be 
important sources of ice particles in 
frontal clouds. The concentrations observed 
in the surge rainbands ranged between 10 and 
100 L-1, while in rainbands with little or 
no convection, it ranged between 1 and 20 
L-1. This suggests that in convective 
elements secondary ice particle producing 
mechanisms are possibly operative such as 
the mechanism suggested by Hallet and Mossop 
(1974). 

4 POST-FRONTAL CLOUDS 

Convective clouds developing in the 
post-frontal airmass formed in moderately 
unstable air shortly after the passage of a 
cold front. The average cloud base 
temperatures on post-frontal days was 
+I.BOC with cloud top temperatures around 
-130C which agrees well with studies in 
other parts of the world (Mossop et al.1970, 
and Hobbs and Rangno, 1985). In young 
developing cumulus clouds quantities of 
supercooled water between 1 and 2g m-3 
were frequently observed especially at 
temperatures warmer than -soc. Clouds with 
their summit temperatures colder than -70C 
contained ice on more than 80% of the cases 
studied, while all clouds contained ice with 
summit. temperatures colder than -lSOC. No 
ice crystals were observed in clouds with 
their summit temperatures warmer than 
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-4°c. The cloud droplet spectra measured 
in the clouds were of a typical maritime 
origin with concentrations between 100 and 
150 cm-3 and a mean diameter around 18µm 
near cloud base. Water drops with diameters 
up to 250µm were also detected by the 2D-C 
probe in these clouds on several occasions. 
Light drizzle was observed on a few 
occasions simultaneously with or even 
preceding the first precipitation through 
the ice phase. These drops disappear as 
glaciation proceeds, either by falling out 
or by being incorporated in the solid 
precipitation particles. 

Once ice was detected in the post-frontal 
clouds, a very rapid conversion from water 
to ice was observed. The available 
supercooled water exponentially decayed to 
1/e its original value within 5 minutes. Ice 
crystal concentrations varied between 10 and 
100 L-1, independant of temperature over 
the range -5 to -lSOC. Such concentrations 
are greater than the concentrations of ice 
nuclei by a factor of about 103 at -lSOC 
and correspondingly higher at warmer 
temperatures. The multiplication of ice 
crystals thus appears to be a regular 
process. 

In airborne observations within 300m of the 
cloud top of growing cumulus clouds with 
their summit temperatures near the -SOC 
level, it was found that needles were the 
dominant crystal type as displayed by a 
photograph taken from an oil-coated slide in 
figure 6. Clouds with their summit 
temperatures warmer than -lOOC also 
contained columns while clouds with colder 
summit temperatures contained these ice 
crystal types together with capped columns 
and plate-like crystals. However, capped 
columns comprised more than 90% of all 
crystals observed and were thus by far the 
dominant crystal habit in this region of 
clouds. An example of the crystal habit 
collected with the oil-coated slides is 
displayed in figure 7. 

A microphysical ice growth model developed 
by Heymsfield (1982), was used to determine 
the time it would take an ice crystal 
nucleated at -SOC to grow to riming and 
precipitation size. A maritime cloud droplet 
spectra, a constant updraft velocity of lm 
s-1 were used as input for the model runs. 
The results show that a column nucleated at 
the -SOC level takes 4.5 minutes to grow 
to riming size, which corresponds to the 
-6.70C level, whereafter it would be 
classified as a graupel particle. After 
about ten minutes it would start falling 
against the updraft when it reached the -8 
to -90C level. This indicates that even 
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without the presence of large drops for 
coalescence, clouds with their summit 
tempereatures warmer than -lOOC are able 
to produce precipitation via the ice 
process. 

0 1Mm 
11111111111. 

Fig. 6. Needles collected on an oil-coated 
slide at the -SOC level. 

0 
I 1111111 

Fig. 7. Example of ice crystal habits 
observed on the oil-coated slides 
in post-frontal convective clouds. 
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THE SUPERCOOLING OF SURFACE WATER SKINS OF SPHERICAL 

AND SPHEROIDAL HAILSTONES 

Roland List, F. Garcia-Garcia, R. Kuhn and B. Greenan 

Department of Physics, University of Toronto 

Toronto, Ontario. MSS 1A7, Canada 

J.. I;NTRODUCTION 
Existing theories on the heat and mass 

transfer of hailstones assume bulk 

growth and isotropic conditions 
(SCHUMANN, J.938; LUDLAM, J.958; LIST, 
J.963). Although such formulations could 
describe situations with supercooled 
water skins covering growing hailstones, 
numerical models have, up to the 
present, considered only homogeneous 
surface temperatures equal to O ° C for 
"wet" gro·..th. Recent laboratory results, 
however, revealed water skin 
supercoolings as low as -5.5°C, even in 
the presence of underlying spongy ice 
deposits (GARCIA and LIST, J.986) . New 
experimental results further indicate 
that surface conditions and temperatures 
are not homogeneous and vary from one 
region of the particle to another. 

2. EXPERIMENTAL 
Hailstone growth in the form of 
incremental layers of ice was studied in 
a simulated atmospheric environment 
using the University of Toronto wind 
tunnel facility (LIST et al., J.987). Air 
speed, temperature, pressure and liquid 
water content were selected, and both 
spherical and spheroidal smooth ice 
particles were used as initial models. 

The ice spheres (2 cm initial diameter) 
were rotated about a horizontal axis in 
the vertical airflow of the measuring 

section, at frequencies f 1 ::,; 20 Hz, at 

laboratory pressure (J.00 ± J. kPa) and at 
an air speed of J.9.8 ± 0.5 m/s 
(equivalent to the calculated initial 

terminal speed). The surface 

temperatures of the growing particles 
were measured at or close to the equator 
and pole using two infrared (IR) 

radiometric 
Engineering 

microscopes 
Co., model 

Optikon, model Microrad 

(Barnes 
RM-2B; and 

J.00) with 
measuring spot sizes of J..8 and 1.0 mm, 
respectively. Both IR radiometers have 
an absolute accuracy of± 0.5°C. 

The oblate spheroids ( 2 cm major axis 
diameter, 0.67 aspect ratio) were forced 
to gyrate around a horizontal main axis 
with a nutation/precession amplitude of 
30° at three different sets of gyration 
frequencies (spin, f

3
, and nutation/ 

precession, f 0 , rates in opposite senses 
of up to 30 and -J.4 Hz, respectively). 
The air speed V was set equal to the 
calculated terminal speed of the 
gyrating initial model (LESINS and LIST, 
1986). One group of experiments was 
performed at laboratory pressure, 
whereas in a second group the tunnel 
pressure p was set according to 
soundings taken on hail days in Colorado 
(BECKWITH, J.960). In the latter cases, 
only the surface temperature at the 
equatorial region of the spheroid was 
measured due to the lack of an air-tight 
mount for the second radiometer. 
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The droplet mean volume diameter of the 
injected water was 28 µm, 
the range from 2.3 to 

averaged over 
80 µID. This 

spectrum was preferred over narrower 
distributions with smaller mean volume 
diameters because hailstone growth rates 
would have been unrealistically slow. 

[Some experiments performed with mean 
volume diameters of 14 µm and maximum 
diameters of 25 µm revealed growth rates 

of about 6 mg/s, with net collection 
efficiencies as low as 25%, at air 

temperatures of -15 ° C and liquid water 

contents of 4.5 g/m 3
.) A detailed 

account of the experimental apparatus 

and procedure can be found in LIST et 
al. (1987) and in GARCIA and LIST 
(1986). 

3. RESULTS AND DISCUSSION 

The results from three particular sets 
of experimental conditions, 
characterized by an air temperature of 
-15°C, are summarized in Figure 1. It 

displays the measured sur=ace 
temperature of the growing hailstones ts 
as a function of the liquid ~ater 

content wf. The general behavior of the 
data for both spheres and spheroids is 
similar to that of previous results 
presented by GARCIA and LIST (1986). 
Note that all surface temperatures are 

below O ° C for the whole range of W f 
investigated. Experimental results at 

other air temperatures and rotation and 
gyration frequencies showed similar 

trends. For the case of low tunnel 

pressure, the decrease in equatorial ts 
at higher wf is more pronounced than for 
the cases at laboratory pressure. This 
seems to be related to the larger air 
speed and consequent shedding associated 
with lower pressures, and thus to the 
shorter residence time of the accreted 
droplets on the hailstone surface. 

The trends in ts for both spheres and 
spheroids at laboratory pressure are 

similar. The maximum difference between 
equatorial and polar temperatures is 

more pronounced for the case of spheres 

(Figure 2) because the poles are more 
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Figure 1. Equatorial and polar 
surface temperatures of spherical and 
spheroidal hailstones as functions of 
the liquid water content, Wf, for an air 
temperature of -15 ° c. Experimental 
conditions: A: p = 45.9 kPa, V = 29.8 
m/s, f

3 
= 9.5 Hz, f 0 = -14 Hz. Band D: 

p = 100 kPa, V = 19.8 m/s, f
3 

= 9.5 Hz, 
f 0 = -14 Hz. C and E: p = 100 kPa, V = 
19.8 m/s, f 1 = 10 Hz. For clarity, 
experimental points have been omitted. 
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temperatures as functions of liquid 
water content, for experiments at 
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shielded from accretion (no wobbling). 

At higher wf, the difference becomes 
smaller as the accreted, unfrozen water 
is able to move poleward. Note that 
maximum differences as large as 5. 8 ° c 
coincide with the lowest W f at which a 
water skin, partially· covering the 

hailstone, is observed. This Wf value is 

1 g/m 3 lower than the minimum Wf at 
which spongy ice deposits are observed, 

and at least 3 to 4 g/m 3 lower than that 
at which shedding occurs. The observed 
equator to pole temperature differences 
are also consistent with unpublished 

results by LIST et al. (1972/74, 
personal communication). 

The growing hailstones often did not 

preserve their initial symmetries but 
became more oblate or tended towards a 
solid wheel-like shape, since the main 
growth region occurred around the 

equator. 

The above results indicate that_the_heat 
and mass transfer of hailstones . has to 
be treated as non-homogeneous and non­
isotropic. Furthermore, the assumption 
of o ° C surface temperatures for water 
skins of growing hailstones needs to be 
abandoned, even more so since the poles, 
which mostly show solid ice deposits, 
are even colder than the equatorial 

regions. 
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MICROPHYSICAL CONCEPT OF HAILFORMATION 

Tlisov M.I., Khorguani V.G. _e,.,,.._ ___ ___ 

High Mountain Geophysical Institute Nalchik 

Study of microphysical hail parameters 

and estimation of quantitative relati­
onships with conditions for hail gene­
ration in clouds are one of the easily 
evailable and most informative sources 
for learning the hail formation mecha­
nism. In this report the analysis re­

sults of elemental and isotopic embryo 
composition and layers of hail sampled 
during Complex Hail Experiment are gi­
ven. The measurements of the main ele­
ments definding the mineral hail stru­
cture may give useful information abo­
ut hail formation processes . But at 
the present time it is not yet clear 
what elements can give this informati­
on. That's why it is necessary to cho­
ose such a method that helps to iden­
tify a maximum number of elements. 
Such unique technique is the mass-spe­
ctrometer method with double focusing 
and ion optics used in our investiga­
tion. Ice samples extracted from em­
bryos and hail layers were placed on 
gallium pads (superpure sample of gal­
lium with certificate pureness of 

99.9999%) under the vacuum glass cap 
in refrigerator at the temperature 
-15°C. It was taken into account that 
the loss of the identified elements is 

possible due to evaporation of volati­
le compounds , if the evaporation rate 
is more than 0.2 ml/g cm2• Teflon mo­
uld ( 1 x 15 mm ) was filled with li­
quid gallium. The method was tested on 
some salt solutions with known concen­
trations. Transparent sand particles 
were observed in many samples. Under 
optical microscope the inhomogenious 
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cover of these particles was observed 
easily which contained alluminium, 
iron, calcium, potassium and other 
elements. This cover is assumed to be 
a silicon alluminium (a clay). In all 
samples bright coloured circles att­
racted our at.tention that showed high 

contents of chlorine a..id sodium as 
well as calcium, potassium and alumi­
nium. Twenty five hailstones from 8 
hailfalls were analysed. It is shown 
that. the ratio of chlorine t o sodium 
for salt water is approximately 1.8 
but for precipitation is 0.5 - 2. But 
in aerosol deposits of hail this ratio 
fails. It is typical that during the 
elemental composition analysis of soil 
in region under study NaCl is not fo­
und in 15-20 representative samples. 
A considerable content of Na and Cl 
was found in hailstone aerosol depo­
sits. Hardly we can say that the sour­
ces are of local soil origin. In some 
studies a high content of Na in indi-
vidual series of hygroscopic aerosols 
of sea origin was found. 
As it was stated chloride component of 
precipitation was of sea origin (GIT­
LIN 1978, p. 64). Taking into account 
measurement errors relative content of 
Al/Si in hail is characterized by ve­
ry high stability and is one of the 
characteristic features of atmospheric 
aerosol of local origin. However the 
analysis shows that hailstones in the 
hailfalls of June, 26, 1985 and June, 
5 , 1986 are characterized by presence 

of lime origin aerosols as it was de­
fined in the region under study the 



Relative element content in hail and snow embryos 
versus magnium. 

Table 

Sample e 1 e m e n t s 

type K/Mg I Al/Mg I Ca/Mg I Mn/Mg I Fe/Mg I Zn/Mg 
1 graupel 14 3.7 9 0.17 1.3 0.5 
2 drop 0 .. 55 0.7 1. 25 0.3 2,.9 1 .. 8 
Jgrauple 21.6 1. 1 9.4 0.11 1. 3 2.0 
4 d.rop 3.3 0.9 1. 3 0.4 10.6 10.6 
5 drop 0.56 0.16 5.8 0.2 1. 5 
6 snow 195 4.4 23.4 0.11 0.9 1.0 
1,2;... 13.09.84, 3,4 5.06.84, 5 - 5.06 .. 86, 6 - snow, December, 1984. 

soil of which contained lime as one of 
the main elements. Clay particles of 
the smaller size contain more Al and 
K than the larger aerosol particles. 
Comparing K/Si and Al/Si we can see 
that the content of K is greater than 
that of Al. The same we can say about 
aerosol precipitation of hail embryos 
and snow in 1984 and 1986, shown in 
Table. Usually K is converted into 
high dispersion aerosol which may pe­
netrate to the highest layers of low 
troposphere where the cloudiness is 
formed. It is shown in the Table, that 
large embryos and snow are formed in 
aerosol medium, the great part of 
which contains potassium particles, 
while in drop embryos of hailstones 
their number is much less. Such heavy 
elements as Mn, Fe, Zn are the compo­
nents of large aerosol particles in 
drop embryos of hailstones. These con­
clusions confirm the results of previ­
ous investigations on dispersity of 
aerosol deposits of hail embryos and 
layers. In these investigations it was 
shown, that different crystal structu­
re of hailstones forms in its aerosol 
medium with specific dispersity (TLI­
SOV M.I., KHORGUANI V.G., 1984, p.287~ 
Found agreement between crystal struc­
ture of hail embryo different types 
and their aerosol structure and ele­
ment composition can indicate the ab-

sence of single mechanism of hail em­
bryo formation. 
Graupel embryos are formed in relati­
vely weak drafts and in the small-drop 
medium when there is a substantial ex­
change with the surrounding air where 
the aerosol particles are of relative­
ly small size and specific elementary 
composition. Drop embryos are formed 
in strong drafts, which lift supergi­
ant aerosol particles into the cloud 
from the surface layer. 
As to the problem of hail study the 
main advantage of isotopic method is 
that the isotopic content of D and 018 
in ice layers of hailstones is defined 
by medium temperature (hight), prima­
rily, while the interpretation of bub­
ble and crystal hailstone structure is 
hindered with an ambiguous dependence 
on many hailforming parameters, parti­
cularly on cloud water content. 
The applied technique consists of cut­
ting off sections of hailstones, ext­
racting the embryo and adjacent layers 
sealing the melted ice in a capillary, 
removing the sample from the capillary 
into the ampoule with gas-free zinc 
under vacuum conditions, restoring hy­
drogen on hot zinc and entering the 
sample in the mass-spectrometer analy­
ser. 
Temperature values of formation of ha­
ilstone embryos and layers, obtained 
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from the results of relative content 
deuterium measurements and adiabatic 
model (MACKLIN et.al., 1970, p.472) 
were adjusted by comparing with radar 
data, crystal and bubble hailstone 
structure and used for deducing the 
thermodynamic conditions of hailstone 
growth and plotting the path of their 
movement in a cloud. 
It is known that critical liquid water 
content q is such a quantity of li-er 
quid water in a cloud under which a 
hailstone grows in dry regime, and in 
opposite case - in wet. As the chan­
ges in growth type usually correspond 
to the changes in transparency and po­
lycrystallinity of ice layers, the 
calculation of qcr for radii, gives 
the estimation of cloud liquid water 
content. For the calculation of qcr we 
use the following formulae: 

4( I+ 0,2 If Re½)( lJ,, L 2 4P + .Jl,/7:,,) 
qcr = R. ]{£ ( L + C T"°J 

where Re - Reynolds number; Dn - a fac­
tor of molecular diffusion of vapor in 
the air; d JJ - difference between va­
por density at the hailstone surface 
and the environment; A2 • air heat 
conduction; Land L2 - the heat of fre­
ezing and evaporation of water, respec­
tively; T~ - environment temperature 
(°C); R - hailstone radius; VR - hail­
stone fall velocity; E - collection 
efficiency; C - specific heat of water. 
In hail clouds liquid water content, 
calculated on the base of measurement 
data on the isotopic hydrogen content 
of hailstones in 1983-1985 hailstorms, 
took on values up to 7.5-8 g/m3• It is 
noteworthy the sequence of vertical mo­
vement of hailstones on different type 
embryos. This sequence can be represen­
ted as a scheme, shown in the figure. 
The most frequent hailstone growth tem­
perature levels, defined on isotopic 
composition, range between -12-:- -25°C. 
The scheme clearly shows, that differe-
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nt type embryos move in opposite dire­
ctions after their generation on vari­
ous levels. If drop embryos move up­
wards after their generation, then fo­
rming large embryos continue to desce­
nt into the hail growth zone. The abo­
ve phenomenon typical of several super 
cell storms is one more important ve­
rification of the absence of a single 
mechanism of formation and growth of 
different-type hail embryos that was 
shown using another investigation me­
thods. We can say that two precipita­
tion mechanisms can work in one super­
cell hailstorm creating both types of 
embryos. 
GITLIN,S.:Microprobe .Analysis of Pro­
ject Duststorm Hailstone Samples. J. 

Appl.Met.,1978,v.17,Nr.1,p. 64-72. 
TLISOV,M.;KHORGUANI,V.:Microphysical 
Conditions of Hail Formation in Clouds 
Pree.9th Int.Cloud Phys.Conf.,1984,v.1 
MACKLIN,W.;MERLIVAT,L.;STEVENSON,C.: 
The .Analysis of a Hailstone.Quart.J. 
Roy.Met.Soc., 1970, v.96, p.472-486. 



STUDIES OF ARTIFICIAL HAILSTONES 
UNDER DIFFERENT EXPERIMENTAL CONDITIONS 
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and 
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1. INTRODUCTION 

An important part of the research on hail 
and hail suppression have been the studies on 

artificial hailstones performed in the last 
thirty years (KIDDER and CARTE 1964; MACKLIN 

et al 1977; LEVI and PRODI 1978; ASHWORTH and 

KNIGHT 1978; PFLAUM 1984; PRODI et al 1986 a, 

b, c, among others). They have explored 

several processes and conditions in the 

growth of natural hailstones, mostly through 

experiments of ice accretion on cylinders to 

·simulate the natural processes. 
These studies then formed the basis for 

work on the growth of artificial hailstones 

from embryos having stationary, or vertically 

and horizontally rotating axes in the hail 
tunnel. 

2. EXPERIMENTAL CONDITIONS 

All the experimental work was done in the 

Isti tuto FISBAT-CNR' s (Bologna, Italy) cold 
room and warm laboratory. 

mental facility included 
The basic experi­

a vertical hail 
;unnel built beside a cold room of about 13 m 

, a working cold room (21.6 .rn
3

, at -8°C) and 

an open refrigeratory (0. 78 m
3

). The growth 
experiments were 

its cold room. 

wide), vertical 

performed in this tunnel and 

The square-section (30 cm 

wind tunnel (2m high) is 

conne.cted at the lower and upper ends to the 
cold room; the working section is reduced to 

7 cm per side (PRODI et al 1986 a). The water 
droplets were produced by a sprayer in which 

the pressure is exerted directly on the air 

of the water bottle. Thus different liqu~§ 
water contents ( LWC) from O. 3 to 3 g m 

different pressures were produced by using 

and updraft velocities. In our experiments 
mean volume radii were obtained in the range 

8-12 pm, and median volume radii in the range 
12-18 pm. 

Different types of hail embryos replaced 
the cylindrical embryos of previous experi-

men ts. The ice embryo is fixed or rotating 

around a horizontal or vertical axis. 

In our experiments the conditions tested 

were: 

1. Rotation condition: 

A. Not rotating; 

B. Rotating around a horizontal axis 

C. Rotating around a vertical axis. 

2.Air temperature: 1.: -25°C; 2.: -15 °C; 

3.: -5°C and 4.: -10°C. 
3. Size of embryo: 1.: 1.5 cm; 2.: 1.0 cm and 

3.: 0.5 cm. 

4. Form of ice embryo: 
3.: Cone; 4.: Peach; 

Half-sphere. 

1.: Sphere; 2.: Drop; 
5.: Disk; and 6.: 

5. LWC and vertical velocity together define 
the total liquid water ( TLW) which passes 

through the working section; in turn the LWC 
is determined by the pressure of the sprayer 

and the vertical velocity. 

Therefore we define the cases: 1.: (v = 5 
-1 -2 

m s -1 p = 0.2 kg cm , resulting in LWC=2.42 
g m ) , the total liquid water through the 

working section, TLW, being taken as 1 in 
-1 

these conditions; 5. : ( v=l5 m s , p=O. 4 Kg 
-2 -1 

cm ), TLW=l.77; 9.: (v=25 ms , p=0.8 kg cm 
-2 -1 

) TLW=2.95 and case 0.: (v=25 ms , p=l.2 
-2 

kg cm ) where TLW is larger than 4. 

6. Rotation rate: 

(*): 1.67 Hz (for C), or 2.67 Hz (for B); 

( ): 8.33 Hz (for C) or 8.88 Hz (for B) 

0.: i.e. fixed embryo. 

With combinations of the above conditions 

several thousand experiments could in princi­

ple be planned. 128 cases were chosen as 

typical for hail growth in our experiments. 

A sequence of symbols Xabcd* represents 

the above mentioned six i terns. X can become 
A, B or C; a can become 1, 2, 3 and 4, 

representing different environmental tempera­
tures (e.g. 2 represents -15°C, and so on). 

In i tern b, 1, 2, 3 represent embryo size, 
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etc. For example, in deposit C2145*, C 
represents the rotation around a vertical 

axis; 2: -15°C air temperature; 1: 1.5 cm ice 

embryo; 4: peach embryo shape; 5. TLW case 5; 

*: rotation rate 8.33 Hz. 
Growth time in the tunnel was 5 min for 

all deposits. For each deposit the following 

were made: 

-measurement of the surface temperature; 

-photography of the external appearance; 

-sawing and sectioning in slices of 0.3 - 0.5 

mm thickness; 

-photography of section under reflected, 

transmitted and crossed polarized light; 

-X ray contact microgrphy of the slice; 

-formvar replica of the ice surface. 

3. FORMS OF ARTIFICIAL HAILSTONES 

Protruding icicles were found in several 

natural hailstones. In our experiments ici­

cles were found in C2165, C2160, C2145. A 

case with 5 extending icicles is shown in 
Fig. 1. Twenty of the total 128 deposits 

showed protruding icicles, all obtained with 
vertical rotation axis and environmental 

temperatures around -15°C. Other shapes: 
concavity in the stagnation area (All55, 

Fig.2), disk (C3155, Fig.3), spherical, 

ellypsoidal, conical (AllB, Fig.4, and C2315, 
Fig.5), were obtained. 

4 SIZE AND VOLUME OF ARTIFICIAL DEPOSITS 
Rotation rate was found to affect the 

final size of the deposits. Rotation around a 
vertical axis is a favorable condition to 

larger growth, 
formed. Of all 

about 3 cm and 

especially when icicles are 

the experiments, 10% grew to 

another 10% from 2.8 to 3 cm. 

The maximum dimension attained by one deposit 

was 5. 2 cm ( C2165). Higher LWC and stronger 

vertical velocities are important factors 

too. Since the size is measured in the plane 
of largest growth, the volume of the deposit 

must be considered to account for three 

dimensional characteristics. For example, 

C3110* (Fig.6) had 1.67 times greater volume 
than C2165, the deposit of largest size. 

Since the density of the large deposits is 

the maximum one, the values of the artificial 

deposits represent their mass. 

5. INTERNAL STRUCTURE OF THE DEPOSITS 

All morphological features confirm data 

derived by cylindrical deposits. Large ice 
crystals are formed at warmer air and deposit 

temperatures. Protruding icicles are formed 
by larger crystals. Sections, formvar repli-
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cas and microphysical studies were used to 
attain quantitative data on ice crystals in 

our experiments. Results of microphysical 
data are presented in Table 1. In the Table, 

T is the environmental temperature of the 

hail tunnel, T the surface temperature of 
hailstone growtg, D the surface concentration 

of ice crystals (number per mm
2

), Land Ware 

mean maximum length and width of ice crys­
tals. The letters a and b indicate the region 
near the embryo and the outer region respec­

tively. 

6. SUMMARIZING CONCLUSIONS 

Although the free fall natural growth 

. conditions are not simulated by fixed rota­
ti on axis control, significant information in 

the understanding of growth processes can be 

achieved. Shapes, sizes and volumes of the 

deposits are discussed. Microphysical parame­

ters such as average grain size, surface area 
and width were also determined and compared 

to results from cylindrical accretions. The 

effects of the growth parameters, rotation 

condition and speeds, growth temperatures, 

LWC and updraft velocity are examined. 
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Table 1 MICROPHYSICAL RESULTS 

-2 
Cases T ,oc T 

s' 
oc D, (n cm ) 

Allll -25 -6.0 85.9 

Alll2 -25 -7.4 79.7 

Alll9 -25 -12.1 94.8 

Clll9a -25 -8.2 94.8 

b 14.9 

B2119* -15 -2.3 9.9 

C2165a -15 -3.1 6.4 

b 4.4 

C4155a -10 -2.0 9.2 

b 2.2 

B3119-" -5 -2.3 4.9 

C3169',,_ -5 -0.8 0.7 

Fig. 1 Deposit C2145, showing 5 icicles 

Fig. 2 Deposit All55, with concavity 

in the stagnation zone. 

Fig. 3 Deposit C31155 

ON ARTIFICIAL HAILSTONES 

2 
(mm ) L, mm w, mm 

0.0116 0.155 0.101 

0.0126 0.151 0.104 

0.0106 0.148 0.081 

0.0106 0.125 0.073 

0.0673 0.535 0.161 

0.101 0.529 0.196 

0.156 0.542 0.299 

0.226 0.674 0.472 

0.109 0.467 0.322 

0.455 1.187 0.553 

0.206 0.677 0.351 

l.512 1.994 1.308 

Fig. 4 Deposit Alll9 

Fig. 5 Deposit C2315 

Fig. 6 Deposit C3110* 
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WIND TUNNEL HAILSTONE GROWTH USING DOPPLER RADAR 

DERIVED TRAJECTORIES 

Glen B, Lesins 

School of Meteorology, University of Oklahoma 
Norman, OK 73019, U.S.A. 

INTRODUCTION 

There are three basic methods used in studying 

hailstone growth: analysis of natural hail­

stones, numerical model simulations using heat 

and mass transfer equations, and controlled 

growth of artificial hailstones in a labora­

tory setting. 

The use of dual Doppler radar analysis to re­

cover the three dimensional wind field within 

the precipitation volumes of thunderstorms has 

provided the means of predicting hailstone 

trajectories (HEYMSFIELD ET AL. 1980; NELSON 

1983; ZEIGLER ET AL. 1983; FOOTE 1984). Mi-

crophysical retrieval techniques (ZEIGLER 

1985) has improved the determination of the 

thermodynamic and water fields within the 

thunderstorm. 

In spite of this progress there remain impor­

tant uncertainties such as the effect of hail­

stone shape and roughness during growth, the 

rotational behaviour of the hailstone which 

affects the sponginess and net collection ef­

ficiency (LESINS and LIST 1~86), the density 

of the deposit (PFLAUM 1980) and the frac­

tional range of liquid water content with re­

spect to adiabatic values. 

The cloud physics wind tunnel facility at the 

University of Toronto is capable of recreating 

the time dependent environmental conditions 

that the Doppler analyses and thermodynamic 

retrievals have deduced along predicted hail-

stone trajectories. Hailstone trajectory A, 

analyzed by Zeigler et al. (hereafter referred 

to as ZRK) was used to grow artificial hail­

stones and is discussed here. 
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2. WIND TUNNEL EXPERIMENTS 

The University of Toronto cloud physics wind 

tunnel is a closed circuit design with con­

trollers for the fan blower, refrigerator ele­

ments, vacuum pump and water flow meters. 

Further details can be obtained in LIST ET AL. 

(1987). A Particle Measuring System's FSSP 

measured a mean volume diameter of 28 µm with 

the peak in number concentration occurring at 

15 µm diameter. 

The hailstone growth took place in a measuring 

section with a cross section of 17.8 cm by 

17.8 cm. A gyrator, on which 1 cm diameter 

ice spheres were mounted, forced the hailstone 

to execute symmetric gyration (KRY and LIST 

1974) where the spin axis of the hailstone nu­

tates and precesses with an amplitude of 30 

degrees about a fixed horizontal vector. 

In a typical trajectory experiment a time ser­

ies of air temperature, air pressure, dynamic 

pressure and liquid water content was prepared 

using data from ZRK. The operator was respon­

sible for adjusting the controls so that these 

parameters were reproduced in the wind tunnel 

in the proper sequence. The effects of time 

lags in depressurization and thermal response 

was particularly critical, however, the wind 

tunnel was able to vary the environmental con­

ditions in close concert with the time series 

from ZRN. During the growth a video tape re­

corded the hailstone shape, size and surface 

characteristics. 

After the time series, which was about 10 min­

utes long, had been completed the tunnel was 

repressurized, the hailstone was removed and 



photographed, and then a thin section was pre­

pared for further photographs in transmitted 

light, The thin section was produced by slow­

ly melting the hailstone down to a disk with a 

thickness of 2 to 3 mm which ma,'{imized the 

contrast between the various growth rings. 

3. HAILSTONE A AND ITS TUNNEL SIMULATION 

A complete description of Hailstone A is found 

in ZRK, with only a brief summary given here. 

The time series starts when the hailstone is 1 

cm in diameter which occurs after the hail­

stone encountered its first strong updraft 

which lifted it to 9.5 km AGL at a temperature 

of -31°C (Figure 1). It then falls out of the 

first updraft into a weak downdraft of -2.4 

ms-l to 6 km AGL and -7.5°C in about 5 min­

utes. At this point it encounters a second 

updraft of up to 38.5 ms-l and adiabatic LWC 

of 8 gm - 3 which carries it to 7. 6 km AGL and 

-20°C in about 2 minutes. Finally, the hail­

stone falls out of the updraft and reaches the 

melting level in about 3 minutes. 
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I- a.. 
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-40 100 
0 200 400 600 
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Figure 1: Air temperature and pressure time 
series for Hailstone A from ZRK. 

Figure 2: Photograph of a thin section of the 
artificial hailstone from Experiment 12 in 
transmitted light. The 1 cm embryo is the 
grey circle within the black, opaque ring. 
The lines on the scale to the left are 1 mm 
apart. 

Two different rotation settings were used: in 

experiment f/12 the spin frequency fluctuated 

from O. 5 to 1 Hz and the precession/nutation 

frequency was 2.5 to 3,0 Hz whereas in experi­

ment f/14 a much higher rotation rate was used 

with a spin of 5 to 6 Hz and a precession/nu­

tation frequency of 14.0 Hz. All other condi­

tions including the air temperature, pressure, 

velocity and LWC time series were nearly iden­

tical. 

The final hailstone thin sections photographed 

in transmitted light are shown in Figures 2 

and 3. The slow rotation case produced nearly 

symmetric circular growth layers whereas the 

fast rotation case produced a completely dif­

ferent shape with large lobes in the outer 

layer. The final aspect ratios were 0.90 and 

0.52 for the slow and fast cases, respec­

tively. The 1 cm, grey center of both photos 

is the original hailstone embryo. Five dis-

tinct growth zones can be identified in Figure 

2. The zones are numbered 1 to 5 starting 

from the inner most zone next to the embryo. 

Zone 1 is complete opaque indicating a larger 

air bubble concentration. Zones 2 and 4 are 

clear while zones 3 and 5 are grey and 

speckled in appearance. In Figure 3 a similar 

classification can be used except that zones 4 

and 5 are indistinguishable, 

4. DISCUSS ION 

The diameter growth is shown in Figure 4 for 

the actual tunnel hailstones and their model 

Figure 3: Same as Figure 2 but for Experiment 
14, the fast rotation case. The central hole 
indicates the position of the supporting rod 
which is removed. 
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Figure 4: Time series of the diameter growth 
for Experiments 12 and 14, denoted by Al2 and 
Al 4, respectively, and for model simulations 
of Experiments 12 and 14, denoted by Ml2 and 
Ml4, respectively. 

predictions. In the slow rotation the model 

underestimates the final diameter by only 0.15 

cm, but is 0. 7 cm too small for the fast rota-

tion. This is caused by the large lobes that 

developed in fast rotation and the measured 

diameter extended to the lobe tips. If a sim-

ple smoothening out of the lobes and valleys 

is done from the final photograph, a diameter 

of 3. 2 cm is obtained which is only O. 1 cm 

larger than the model prediction. It appears 

that the model is making reasonable predic­

tions of the hailstone growth. 

In an attempt to interpret the growth zones, 

the model-predicted hailstone surface tempera­

ture and net collection efficiency is plotted 

as a function of the hailstone diameter in 

Figure 5 for experiment 12. Also shown are 

the boundaries of the growth zones as deter-

mined from Figures 2 and 3. The outer bound-

ary of zone 1, the completely opaque ice, co­

incides with the predicted initiation of wet 

growth as defined by a surface temperature of 

O °C. Zone 2 consists mostly of spongy growth 

with no shedding which occurs for less than 30 

seconds since the LWC is rapidly increasing. 

Zone 3 appears to be a transient of some sort 

occurring as the hailstone is nearing its max­

imum shedding rate. Review of the video tapes 

reveals that zone 3 coincides with the first 

visual evidence of a wet and mobile water 

skin. This is verified by close examination 

of Figure 3 which indicates that the thickness 

of zone 3 varies, being largest under a lobe 
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and smallest under a valley. Zone 4 is clear 

ice occurring during wet and shedding 

growing. In experiment 12 the beginning of 

zone 5 coincides with predicted spongy without 

shedding growth. Note, however, that the opa­

city of zones 5 and 3 are different and that 

no zone 5 can be found in experiment 14. 
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Figure 5: The surface hailstone temperature 
and the net collection efficiency as calcu­
lated by the heat and mass transfer model is 
plotted as function of the diameter of the 
hailstone for Experiment 12. At the bottom of 
the graph, vertical ticks indicate the dia­
meters at which a boundary occurs between the 
growth zones as identified in Figure 2. 
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THE EFI<'ECT OF SU.l?bRC001ED DhOP1Er ELECTRICAL 
CHARGE ON THE HAIL GROWTH COAGU1ATIVE PROCESS 

T.G.Bliadze, A.I.Kartsivadze, A.M.Okudjava, T.N.Saliashvili 

Institute of Geophysics of the Georgian Academy of Sciences 

It is natural that the study of ice ac­
cumulation on the substrate in flow of 

charged water aerosols provokes a great 
interest,it is conditioned by the fact 

that the growth of hydrometeor partic­

les,including large hailstones,in cumu­

lus congestus occurs in charged drop­
lets environment. The theoretical eva­
luations of the electrostatic effect 

influence on the rate of large parti­
cle growth reveal its small signifi­
cance,as the inertial forces in the 

range of Reynolds nwnbers,correspon­

ding to hail stone sizes,considerably 
exceed electrostatical ones (LEVIN 

1961,p.105;SMIRNOV 1980,p.111 ;KHORGU­
ANI 1984,p.187). Nevertheless we have 
started our experimental study of the 
problem because the preliminary inves­

tigations had shown certain peculiari­
ties in the character of ice accumula­

tion on the spherical substrate blown 

round by the stream of charged super­
cooled droplets (OKUDJAVA et al,1988, 

p. 38). 
The experiments have been carried ollt 

in the clolld chamber 200m3 by volume. 

A fixed hailstone model representing a 
brass sphere, 20mm in diameter is placed 
in the axial part of the wind tllllnel 

where a necessary negative temperature 
-1 and the llpdraft of Bms are maintainerl. 

Water aerosols are obtained llSing a jet 

nozzle of "tllbe in tL1be"type.The modal 

vallle of droplet sizes is 20~min dia­
meter and 80 per cent of total droplet 

qL1anti ty ranges from 11"m llp to 25;-< m. 
For droplet charging a voltage is Sllp­
Plied to a ring with a diameter of 8mm 

arranged 2mm above the nozzle outlet. 

The evalL1ation of droplet charge vallle 
is condllcted by measur· ing a cu:rrent 
from the model. We get an avarage 
charge of one droplet of abollt 10-13c. 
Droplet ch~rges in cumllllls congestlls 

can be by some orders of magnitude 
greater comparing with the obtained 

val lle ( CHA1IvIBRS 197 4, p .216-240) • 
Figure 1 shows the depenQence of ac­
creted ice mass upon time at ambient 

temperature -8°C.Upper curve corres­
ponds to 2kv-voltage on the charging 

ring.Lower clll've is obtained when a 
model is blown rollnd by n8L1tral drop-
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}'ig .1: The fixed ice model mass 
increase M plotted as a fllnction 

to 

of growth time T.Solid line belongs 
to the case of charged impacting 
droplets. 
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lets. As we see the difference in mass 
reaches 25 per cent by the end of the 

ninth minute. As we expected the depo­
sition rate in "dry" growth condi-cions 
was in proportion to water discharge 

from the injector. A charge of poten­

tial difference from 2 to Jkv increa­

ses deposition rate 1.5 tL~es by the 
end of the third minute. 
The experiments have shown that water 

aerosols electrization leads not only 

to collection efficiency increase but 
also to changes in geometrical pattern 

of ice accumulation and in structure 
of ice formation. Non-charged aerosols 

deposit only on the frontal side of a 
growing model (Fig .2). 

Fig.2: Photograph of the ice model 
growing in a current of neutral 
droplets. 

When a model is in a current of char­
ged droplets we observe in all cases 

a white thick coating on its back side 
(Fig. 3). 

Fig.J: Photograph of the ice model 
growing in a current of charged 
droplets. 

Curves shown in Fig.1 can be described 
as well by empirical expressions of 

the following type: 

m = o.J 06 t'·'~ m-=-O.JB s -t ,.,! 
I I 
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It is known from laboratory tests 
(WAliLACE, HOBBS 1977,p.176) that if 

the L~pacting droplets carry an elec­
tric charge in excess of about 10-14c 
their coalescence with water surface 

enhances. The analogous phenomenon can 

take place when a charged droplet comes 
into collision with a hailstone. So 
the total increase of ice accretion 

rate can be stipulated by the coales­

cence efficiency increase at the ex­

pense of the droplets the collision of 
which ends in rebound if an electrosta­

tic attraction it:, absent. "Dry" growth 

zone of the hailstone back side could 

arise owing to intensive convective 
heat exchange in the vortex range be­

hind a spherical model• Only small 

droplets can fall into this region. 

-
...... 
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5 
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Fig.4: The suspended ice model mass 
increase M plotted as a function of 
growth time T. Solid line belongs to 
the case of charged impacting drop-
lets. 

Experiments with a fixed model descri­
bed above don't give a full picture of 



a large hailstcne growth. ~e,erthe­
lsss they point at necessjty tu take 

elestrical ef~ects in accuunt 2nd cive 

a ~oasibility ta reveal certain growth 

peculiarities difficult to be discove­

red on a freely growing ,node] • 

.F'ur ~her investit-;a "ions have been car­

rie: out on the experirr.ental facility 
allJwlng to s~spend a hailstone in a 
blowj_ng airst.ream (OKUUJAVA et al. 

1982, p.90). 1ireliminary tests have 

shown (Fig. 4) that in case of freely 

suspended model the ~rowth rate is 

higher in the presence of charged ae­

rosols than in neutral environn1ent. 

11 I' I·,.: 

Fjg. 5: 1'ypical pjcture of knobby 
j ce mode 1 s uTface. 

It should be □e~tioned that for the 

rel3tively high water content of sus­

pending rnec.iurn t11e spherical surface 

of a growing ice n10deJ,as a rule,be­

comes knobby, as 1:is easily seen from 

Pig. 5. 
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GROWTH OF HAILSTONES IN CONVECTIVE CLOUDS. RESULTS OF 

MEASUREMENTS AND NUMERICAL EXPERIMENTS 

S.Stoyanov 
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M. Tlisov 
High Mountain Geophysical Institute,36OO3O,Nalchik, USSR 
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1 . INTRODUCTION 

The aim of the paper is to present 

some results from a comparative 

analysis of the microphysical condi­

tions of hailstones formation and 

growth. The results are obtained by 

means of model computations and data 

from crystalline,bubble and isotope 

analyses of hailstones. The basis 

of the theoretical estimates is the 

idea of the jet character of convec­

tive clouds development(STOYANOV 1975), 

which is evolved into models for 

computation of ,hailstone growth in 

the cloud(ZOLTAN et al. 1982;GERESDI 

et al. 1984). The methods for labora­

tory study of microphysical conditions 

of hail formation in convective clouds 

(TLISOV and KHORGUANI 1984) is the 

basis for the analysis of the results 

from the measurements of hailstones. 

2. METHODS OF STUDY 

2. 1 NUMERICAL MODELLING 

The numerical estimates are done in 

two stages. During the first stage 

the thermodynamical characteristics 

of a stationary cloud jet averaged by 

each horizontal cross-section of the 

jet are computed. They correspond to 

the stage of maximum development of 

the convective cloud and they are 

obtained by means of a system of 

ordinary differential equations deriv­

ed from the basic equations of 

convective dynamics. During the second 

stage by means of empirical dependen­

ces quasi-three-dimensional space in 

relation to updraught velocity is 
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introduced in which the movement and 

growth of hailstones are computed. 

2.2 LABORATORY ANALYSIS 

The analysis of the crystalline struc­

ture is applied to the examination of 

the hailstone type and their clear 

distinction as well as the distinction 

of the other layers in the hailstones. 

On the basis of laboratory experiments 

of water drops crystallization an empi­

rical relation between the temperature 

of the air medium of drops and the mean 

arithmetic diameter of bubbles is 

derived. This relation enables the 

determination of frozen hail nuclei 

temperature. 

The isotope analysis includes proce­

dures for conservation of hailstones 

and examination of samples by means 

of mass-spectrometer. The amount of 

hydrogen and oxygen isotopes in ice 

deposition of hailstones is determined 

mainly by the temperature of the cloud 

medium. Thus, on definite assumptions 

conserning condenzation,sublimation 

and coagulation processes and at cer­

tain initial values of the isotope 

composition, the temperature of par­

tial cloud humidity condenzation could 

be restored by the isotope composition 

in ice samples of hailstones. 

3. RESULTS AND DISCUSSIONS 

The described methods of numerical 

and laboratory experiments have been 

used for the examination of the hail 

process on June 5,1986 dev~Jnnerl 0ver 



the territory of the complex hail 

experiment - North Caucasus (USSR) 

Data from the radiosounaing of the 

atmosphere at 15,00hrs local time are 

shown(Fig.1).Results from computation 

of some cloud characteristics are also 

shown on Fig.1. These numerical esti­

mates show the development of a power­

ful convection - the velocity of up­

draught could reach 45-SOm/s.The upper 

limit of clouds exceeds 13km, which 

is confirmed by radar measurements 

done that day. 

The laboratory analysis of hailstones, 

which has been possible for the time 

being, shows that the interpretation 

of the results is difficult due to the 

close relation between the crystalline 

and bubble structure of hailstones and 

some cloud characteristics like liquid 

water content in the cloud, which are 

very important for the process of hail­

formation. According to theoretical 

evaluations the freezing temperature 

of water drops with radius 0,1cm in 

a cloud having liquid water content 

4 g/m3 is with 1-z 0 c higher than in 

the process of isolated crystalliza­

tion. Thus, in the present study the 

crystalline and bubble analyses of 

hailstones are used for specification 

of nuclei borderlines as well as the 

borderlines of the different layers, 

while the isotope analysis is used for 

the determination of thermodynamical 

conditions for hailstones formation 

and growth by measuring the relative 

amount of deuterium. 

Fig.2 shows a scheme of a thin cross­

section of one of the hailstones 

(Number 76), typical for the examined 

process.A nuclei is a frozen spherical 

drop with radius 0,2cm, growing first 

in wet regime and after that in dry 

regime. The thickness of the first 

layer is 0,4cm, while the extreme 

radius of the hailstone is 0,7cm.The 

freezing temperature of the nucleus 

drop is -3°C according to the bubble 

method evaluated without accounting 

for the liquid water content in the 

surroundings.On the assumption that 

hail is formed and grows in the cloud 

within the temperature interval -s 0 c 
and -3o0 c, the freezing temperature 

of the nucleus drop obtained by the 

isotope method is -7°C. The isotope 

analysis enables the evaluation of 

the transition temperature from wet 

to dry regime of hailstones growth.In 

the examined case this transition is 
0 done at cloud temperature -16 C.Yet 

again, on the basis of the isotope 

analysis the liquid water content-3g/m3 

by our estimates - at which the change 

of the regimes of hailstones growth 

occurs may be evaluated by the critical 

liquid water content and the well­

known Schumann-Ludlams' curves. 

Some results of the numerical modelling 

of hailstones movement and growth in 

the analyzing situation are presented 

on Fig.3. The output data of the model 

includes results of the laboratory 

measurements: the nuclei cloud drops 

radiuses obtained on the basis of 

structural and bubble analyses as well 

as the values of the freezing tempera­

ture of these drops. An example is 

shown for hailstone growth with a 

change of the wet and dry regime and 

the corresponding trajectories in two 

projections. The time for this move­

ment is 990s. 

The comparative analysis on Fig.1,2, 

3 shows that the results from the com­

putation of in-cloud characteristics 

and hailstones growth in various 

regimes and the results from the 

laboratory analyses are satisfactory. 
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from radiosounding of the atmosphere: 

temperature Te , dew-point T. and wind 
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Fig.2: Thin cross-section of a typical 

hailstone with freezing water drop 

nuclei (1).Layers of wet(2) and dry(3) 
growth (laboratory analysis). 
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1 HAIL INTENSITY AND ECONOMY 

Hailfalls are mostly light: for example, 80% 

of the areal impact energy densities of hail-

falls, recorded in Switzerland, Canada and 

South Africa has values of less than 25 

J.m-2 and most swaths are smaller than 25 

Heavy hailfalls, of total impact en­

ergies exceeding ~109 J, are rare but those 

storms, perhaps 10% of the total, cause 90% of 

all crop damage (Admirat et al. 1985). 

In the 1986/87 season crops in S. A. insured 

with a major hail insurance company amounted 

to S.A. Rand 1760 X 1Q6 us $880 X 106 

(Sentraoes 1987), which represented some 37% 

of all crop farming in the country. Farmers 

of maize, tobacco, wheat and other cr·ops sub­

sequently claimed $49 x 106 for hail losses, 

in the ratio of 37:27:17:19 (per cent) . 

Cities are also vulnerable: for example, on 12 

July 1984 a hailstor-m destroyed insured prop-

erty in MUnchen to the value of $500 X 106 

(Munich Re 1984). Hail in Pretoria on 1 Nov. 

1985 caused damage of $20 X 106 to motor 

cars alone (Beeld 1985). CSIR hailpads indi-

cated widespread high intensities on this day: 
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VALHALLA 

s 

0km 

C.S.I.R. 

LYNNWOOD 
RIDGE 

MU RAND ' '\. 

5 

Fig.1: Hailfa77 intensity contours in J . m-2 

over central and S.E. Pretoria, 1 Nov. 1985. 

values exceeding 100 and 1000 J.m- 2 occurred 

over 180 and 50 km2
, respectively (Fig 1). 

Efforts to reduce damaging hail have a strong 

economic incentive and include protecting prop­

erty with stretched nylon nets. Aspects of 

the dynamics of impacting hailstones and dam­

age caused by them are discussed below. 

2 MODELLING OF HAIL IMPACTS ON NETS 

2.1 GEOMETRY OF THE NET 

The common hail net considered has a regular 

hexagonal pattern, with braiding width 2d and 

unit cell 'half-width' R (Fig. 2). If Al, A2 

and A3 are the areas, in mm 2
, of the unit 

cell, the opening and the hexagonal annulus 

(dotted), respectively, then 

Al= 6 R2
• tan 30° = 139.68 

A2 = 6(R - d) 2
• tan 30° = 99.15 

and A3 = 6 tan 30" [R 2 
- (R d) 2 J = 40 . 53 

for R = 6.35 mm and d 1 mm, which are ideal-

ised values for the net used. 

2.2 PROBABILITIES OF INTERACTIONS 

In theory, a sphere of diameter¢ would be 

stopped by the net if¢> 2(R-d) 10.7 mm. 

For a smaller sphere falling vertically on a 

horizontal net, three possibilities exist: 

(a) the sphere pe-netrates the net unrestricted­

ly and retains its energy with probability P = 

Pu for this to happen; or (b) net contact oc­

curs at the lowest point of the sphere, its 

impact energy is transferred to the net and it 

recoils, P = Pr; or (c) contact occurs away 

from the lowest point of the sphere, where 

some of its energy is lost, and it deflects, 

P = Pd. For¢ < 2(R - d), Pu+ Pr+ Pd= 1. 

Hailstone sizes from CSIR hailpads are given 

in intervals of 3 mm (Roos 1978) and charac­

terised by mean diameters¢= 4.5, 7.5, 10.5 

mm, etc. (Table 1). P (Fig. 2) then becomes: 
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Fig. 2: (a) Hail net unit cell, 'half-width' 
R and d (see 2.1). (b) Probabilities of var­
ious net interactions as function of¢: bold 
lines are theoretical (see 2.2) and thin lines 
experimental results (see 3.2) 

Pu= 6[R - (d + r)J 2.tan 30° 
Al --- (r = 0.5 X ¢) 

= [R - (d + r)] 2 _ (5.35 - r) 2 
R2 - 40.32 

which decreases rapidly as¢ increases. 

A3 
Pr= Al= 0.29 = constant, and 

Pd= 1 - Pr - Pu= 0 71 - (5 . 35 - r)
2 

. 40.32 

which increases steadily with¢. The proba­

bility of net contact, Pc= Pr+ Pd= 1 - Pu, 

increases from 0.76 to 1 for size group = 1 

to 3. Table 1 also shows P-values for the 

size groups considered together. 

Tab le 1: Hai ls tone sizes in mm and proba-
bilities of net interactions, per cent. 

[¢-intervals (3-6] 
f--
\size group i ! 1 
I 

i 
- ~-

JMean diam. ¢ 4.5 
I 
!Pu (unrestr.) 23.8 
I 

! Pr 
I 

(recoiled) 29.0 
I 

lpd 
i 

(deflected) 47.2 

jPc (contacted) 76.2 

3 HAIL NET EXPERIMENTS 

3.1 FIELD WORK 

(6-9] I (9-12] 
! 
I ( 3-12] 
i 

2 I 3 \1+2+3 
! I 

7.5 ! 10.5 I -
6.3 0.02 ; 10.0 

29.0··t;9.0 
! 
\29.0 

I 

' 
64.7 71.0 61.0 

93.7 100 90.0 

i 

Hailpads were erected in the open and under a 

horizontal net, 3 m above ground, to record 

hailstone size distributions. Table 2 shows 

some results in terms of hailstone number den­

sity, N m-2; areal mass density, M g.m-2; 

and areal impact energy density, E J.m-2 . 
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The fraction of E registered under the net ap-

peared to be nearly 50% of the 'exposed' value 

for the 1 i ght hailfall of 5 J.m-2 and only 

20% for the heavy fa 11 of 260 J.m-2. In both 

cases about one half of the hailstones, a 11 

relatively small, did penetrate the net. For 

the heavy fall, 361 of the 983 hailstones re­

corded in the open exceeded ~1 cm in size 

(maximum diameter= 18 mm), while the protect­

ed pads showed 66 dents characteristic of hail­

stones > 1 cm. Indications were that the net 

held back approximately one half of the ice 

mass for the light fall and three-quarters for 

the heavy fall. 

Table 2: Effect of net on parameters defined 
above for hailfalls of two intensities. 

!Para- Hailpad position: Protected 
I meter 
I Exposed Protected Exposed i 

+> I N 2880 1390 0.48 
..c 

M 139 65.4 0.47 OJ -~ 
...J E 5.3 2.5 0.45 

>, N 8970 4800 0.53 
> M 3085 730 0.24 <ti 
QJ 

E 260 52.4 0.20 :::r: 

3.2 LABORATORY STUDIES 

Hail impacts on stretched nets were simulated 

by firing ice, plastic and wooden spheres of 

various diameters (masses), using a mechanical 

hail gun, at appropriate terminal speeds to 

keep the impact energies true to nature. Fig. 

2 shows results from 440 shots of spheres of 

¢ (arbitrary) = 5.5, 7.5, 9.7, 11.6, 11.9 

and 13.6 mm. Pl, the probability of penetra­

tion on first impact, decreases from 70% 

through 7% to zero as ¢ increases from 6 

through 13 to 13.6 mm while Pu (theoretical) 

was 14% for ¢ = 6 mm and zero for¢= 10.7 

mm. T~e finding that Pl is much larger than 

Pu (Fig. 2) relates to hailstones which pene­

trated the net on first impact although they 

did not pass through unrestrictedly. 

The probability P2 for penetration on second 

( or further) impact increases 

¢ < 10mm, such that P2 

with ¢ for 

1 - Pl. For¢> 

10mm, the probability Ps of hailstones stopped 



by the net increases rapidly from zero, while 

Ps = 1 - (Pl+P2). P2 rapidly decreases to zero 

as ¢ -+- 11.6 mm; thereafter, Ps = 1 - Pl un­

til, for ¢ ~ 13.6 mm, Ps = 1. This threshold 

exceeds by 2.9 mm the theoretical value in 

Sect. 2.2 and shows the degree of net stretch­

ing that may accompany penetration. 

3.3 PROBABILITIES OF IMPACT DAMAGE 

The threshold value of hailstone diameters for 

impact damage to occur, ¢*, is important to 

know, especially for hail net manufacturers 

and users. Relevant data were obtained by fir­

ing 

tween 

100 

ripe 

spheres of 10 different 

5 and 50 mm, at proper 

times from the hail gun 

tomatoes and more hardy 

diameters of be-

terminal speeds, 

at hail-sensitive 

sections of motor 

car bodywork. ¢* for these objects in wind­

still conditions was found to be 7.5 and 23 

mm, respectively (Fig. 3), with a 50% chance 

of damage at ¢=11 and 30 mm and certain dam-

age at ¢=13.5 and 44 mm. ¢* represents im-

pact energies e of approximately 0.01 and 1 J. 
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Fig. 3: Probability of immediately visible dam­
age Py as function of hailstone kinetic energy 
e for objects indicated. Appropriate ¢-scale 
depends on wind speed W. ¢* values are arrow­
ed. Dotted region, showing potential for dam­
age under net for W=O, extends to ¢=2(R-d). 

Note that a given e can be attained by a small­

er hailstone if driven by wind, which explains 

the different ¢-scales in Fig. 3. In prin-

ciple, 

hail 

motor cars are well protected under the 

net, while tomatoes may be damaged by 

hailstones falling through 

opening (see dotted region 

the 10.7 mm net 

in Fig. 3). The 

contribution of deflected hailstones to damage 

under the hail net is not known. 

4 CONCLUSIONS 

•Hail intensity relates to hail damage and eco­

nomic forces (Sect. 1) may be employed to pro­

mote research in this field. At the same time 

scientific foresight is needed to complement 

such studies with pro-active research on the 

growth of hail and measures to counter it. 

•Interactions of hailstones with nets depend, 

apart from the factors in Sect. ,., on impact L > 

angle (determined by wind), the net slope, and 

the relationship between them. These could 

best be investigated on an ad hoc basis. 

•Field 

aging 

(Sect. 

hail 

and laboratory studies provided encour­

results on the efficiency of hail nets 

3). 

net 

However, it proved that under a 

many hailstones impact at sub-

terminal speeds, which may lead to underes­

timates of ¢ and M but perhaps not of E and 

N. Hailpad data interpretation under these 

conditions needs to be fine-tuned. 

•The finding that hail damage can occur under 

a net suggests further experiments to deter­

mine Ps (Fig. 2) for different net types and 

correlating those with¢* (Fig. 3) for selec­

ted hail-sensitive products. 

•Secondary effects like sagging and tearing 

caused by large quantities of hail and the 

various micro-climates created under nets of 

different densities need particular attention. 
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1. INTRODUCTION 

The size and shape of cloud and precipitation 

particles are of central importance to the 

physics of cloud developments. It is there­

fore desirable to be able to describe them 

in a quantitative way. In the past, only 

the size factor was better understood and 

was often expressed in "numbers". If shape 

factor, on the other hand, was usually 

expressed in words. Recently WANG (1982), 

WANG AND DENZER (1983), and WANG (1987) 

developed some simple mathematical expres­

sions that can describe the sizes and basic 

shapes of raindrops, grauple, 

Using this 

hailstones, 

technique, and ice crystals. 

WANG ET AL. (1987) analyzed the shape and 

size distributions of a group of 679 

hailstones. The same technique can be 

applied to study the raindrops. In the 

following, we will explain the method and 

then compare the results between hailstones 

and raindrops. 

2. METHOD OF ANALYSIS 

The following equation generates shapes 

resembling conical hailstones and raindrops 

(WANG, 1982) : 

x = ± a[l - (z
2
/c

2
)J

112 cos-l (z/Ac) (1) 

where x and z are horizontal and vertical 

C?ordinates, a(=L/n) is the horizontal semi­

axis of the generating ellipse, L is the 

width along the x-axis, c is 1/2 the verti­

cal dimension, and A(range from 1 to=) is a 

dimensionless shape factor. Each individual 

raindrop or hailstone can be fitted by Eq. 
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(1) with proper choice of a, c, and A. The 

statistics of these three parameters form 

the shape and size distributions. 

3. COMPARISONS OF THE SHAPE AND SIZE 

DISTRIBUTIONS OF HAILSTONES AND RAINDROPS 

Figs. 1-3 show the distributions of a, c, 

and A obtained from fitting 679 hailstones 

(WANG ET AL., 1987). Figs. 4-6 show the 

corresponding distributions for a group of 

hypothetical raindrops. The raindrops are 

assumed to have a Marshall-Palmer size 

distribution (PRUPPACHER AND KLETT, 1978) 

and have shapes described by BEARD AND 

CHUANG (1987). 

It is seen that the hailstones have size (a 

and c) parameters described by gamma distri­

bution and the shape (A) parameter by 

exponential distribution. The raindrops, 

on the other hand, have size and shape 

distributions all described by exponential 

distributions. The raindrop distributions, 

of course, depend highly on the assumed 

Marshall-Palmer distribution. Different 

assumptions may result in different character­

istic distributions. 
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TWO STAGE HAILSTONE GROWTH IN THE AUGUST 1, 1981 CCOPE STORM 

John C. Pflaum and Roy M. Rasmussen 
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1. INTRODUCTION 

The two stage process of low density riming followed by 

wet growth soaking and freezing has received increased 

attention in recent years as a mechanism of hailstone 

growth. It has been demonstrated that hailstones can 

accrete and freeze water at lower densities than previously 

thought (PFLAUM, 1980) and that such accretion can alter 

growth trajectories (PFLAUM et al., 1982) as well as 

overall hail production (FARLEY, 1987). In addition, our 

ability to simulate internal hailstone structure in laboratory 

accretions has improved as a result of two-stage growth 

experiments (PFLAUM, 1984; PRODI et al, 1986). 

In describing past attempts at growth simulations, 

ORVILLE (1977) separated models into those with 

coupled and those with uncoupled microphysics­

dynamics. FARLEY (1987) has discussed in detail the 

role of low density riming in a coupled model. Aspects of 

low density riming growth have been incorporated into 

uncoupled models with varying degrees of completeness 

(e.g. PFLAUM et al., 1982; HEYMSFIELD, 1983; 

MILLER AND FANKHAUSER, 1983), but a detailed 

discussion on the role of low density riming has not 

appeared. This is the purpose of the current study. 

2. MODELING FRAMEWORK 

The dynamical framework is a time averaged 3-D wind 

field derived from multiple Doppler analysis of a hailstorm 

which occurred on Aug. 1, 1981, during the Cooperative 

Convective Precipitation Experiment (CCOPE). A general 

description of the storm has been presented by TUTTLE 

et. al. (1987) with additional discussion by RASMUSSEN 

AND HEYMSFIELD (1987b). During the time period 

between 1630 and 1650 Mountain Daylight Time, the 

storm became quasi-steady state, with a nearly vertical 

updraft structure co-located with regions of strong 

reflectivity. 

The microphysical model is that of PARISH and 

HEYMSFIELD, 1985, with modifications by 

RASMUSSEN and HEYMSFIELD (1987a). This model __ 
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allows for variable riming densities and also calculates 

impact velocities of impinging droplets after 

RASMUSSEN and HEYMSFIELD (1985) rather than 

assuming impact at the terminal velocity of the collector. 

3. DISCUSSION 

RASMUSSEN and HEYMSFIELD (1987b), hereafter 

referred to as RH, were interested in the potential role of 

shed drops from hailstones growing in the wet regime and 

during subsequent melting. Consequently, the emphasis 

of their focus was on a region of the storm where 1 mm 

drops could grow into hail larger than 1 cm in diameter. 

As a first step, these results were examined for indications 

of low density growth. Fig. 1 shows a composite of two 

illustrative trajectory types from their discussion. Note 

that in both cases, hailstones grew to approximately 2 cm 

in diameter at densities less than 0.9 g-cm-3. 
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Fig. 1: Density-diameter plots for illustrative trajectories. 

To explore this tendency further, 1 mm embryos were 

released every 500 m throughout the region identified by 

RH as the important source region for hail formation. Fig. 

2 shows maximum hailstone size as a function of initial 

starting position for embryos released at the 5 km level. 

Regions where lower density accretion is a factor during 

growth are stipled. Panel 2A shows the results obtained 

by RH, who used the following partitioning of water in 
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Fig. 2: Maximum hailstone sizes as functions. of initial 

starting locations for the 5 km. level. See text for 

explanation. 

their calculations: 1) above 10 m-s-1 adiabatic liquid water 

is assumed, below 10 m-s-1 liquid water is decreased 

linearly to zero at zero updraft; 2) below -25 C liquid water 

is linearly depleted to zero at -40 C. Panel 2B shows 

results for an alternative distribution of liquid water using 

T-28 data for partial guidance: 1) atiove 15 m-s-1, 0.65 of 

adiabatic liquid water is assumed, below 15 m-s-1 liquid 

water is decreased linearly to zero at zero updraft: 2) below 

-35 C liquid water is linearly depleted to zero at -40 C. 

As would be expected, lowered water contents lead to an 

increased frequency of lower density growth. However, 

associated with this is an overall reduction in hail size, for 

the region under consideration. There is a general 

recession away from the area of strongest updraft. The 

lower density particles, having slower fall velocities, are 

carried away from the prime growth locations before they 

can reach comparable sizes to those grown in more intense 

cloud environments. If comparable source regions at this 

level exist for scenario B, they must lie outside the source 

regions for scenario A. 

At the time of preprint deadline, this investigation was just 

in its very initial stages. Additional material will be 

available at the conference. 
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1 . INTRODUCTION 

and 

Studies of various mesa- and local­

scale atmospheric characteristics as­

sociated with the development of se­

vere hail storms, are still topical. 

This is due to the remaining problems 

of hail forecasting and evaluation of 

hail supression effect, ·discussed in 

the review papers of ABSHAEV et.al. 

(1984,p.23),DIRKS (1983,p.1065). The 

present study is based on a long-term 

complex of data from days with develop­

ment of hail processes. The area is 

about 1500 sq.km in Northwest Bulgaria. 

2. DATA AND INITIAL CHARACTERISTICS 

Data from 120 days with hail and crop 

damages, covering the period 1961-1972 

without seeding and denoted as BG1-

sample, and from 178 seeded days with 

hailstorms (with and without damages1, 

covering the 1974-1984 period and 

denoted as BG2-sample, are treated. 
_,. 

Surface data for p, T, Ta, V and 

diurnal precipitation total Qare 

taken from 4 meteorological stations 

in the region. The closest to the 

commencement of the process synoptic 

charts and upper-air soundings at CAO­

Sofia are used. The hail crop damage 

data are obtained from the State In­

surance Institute and its representa­

tiveness is discussed in SIMEONOV(1984, 

p.21).Radar data (1974-1984) are used 

to determine the duration and the path 

o~ the hail process. 

A set of characteristics has been com-
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puted by the use of a specially cre­

ated program for upper-air soundinr 

processing, applyin7 the particle 

method and, in case of air-mass situ­

ations, the method with the mean humi­

dity in the layer surface - 850 hPa. 

A total of more than 40 different cha­

racteristics has been studied. Here we 

show the fol lowing: TJ\1AX and TD - sur­

face maximum air temperature ano dew­

point temperature, averaged over the 

4 stations; DT7,6,5,4 and DTM - tempe­

rature differences between soundinf 

and adiabatic curves at 700, 600, 500 

and 400 hPa levels and the maximum 

differences; SDT75 and SDT74 - sums of 

corresponding DT; WM - the maximum ver­

tical velocity; DHW>15 - depth of the 

layer with W>15 m/sec; ETOT - total 

positive energy of instability; q -
mean specific humidity in the first 

100 hPa over the surface;SW - preci­

pitable water; CCL - cloud condensation 

level; TTI and KI - instability in­

dices; HO - height of o0 c isoterm; SD­

total humidity deficit from 850,700 and 

500 hPa levels;V7,5,3 and DD7,5,3 -

wind velocity and direction at the 

corresponding pressure levels, as well 

as their differences V37,DD37, etc.; 

DH85, DH?, DH5,DOT - indices of the 

Laplacians ov-er the p-eopotentials at 

AT850, 700, and 500 hPa and OT1000-500; 

VF and DTF - speed of the front and 

the temperature contrast around it,TGR 

and SGR - total duration and path of 

re~istered cells in hail-dangerous 

stage. The following parameters are 



treated as response variables: DA and 

RDA - hail damaged area and this one 

reduced to 100% loss area; SQ4 - total 

diurnal precipitation measured at 4 

stations. 

3. RESULTS AND DISCUSSIONS 

Eighty four percent of the storms in 

BG1 and 85% in BG2 have commenced 

between12 and 20 hours LT. The para­

meters of sample distributions, shown 

i~ Table 1, indicate similarity be­

tween BG1 and BG2 of TMAX, TD,SDT75, 

DTM,SW,KI,CCL,DD5,V5 and VF. More 

significant differences are observed 

in RDA, because all days in the con­

trol sample BG1 are with damages area, 

while in BG2 only 32% of the days have 

RDA. Closest to Gaussian distribution 

are TMAX,SDT75,SW,CCL and KI. Asym­

metric are the distributions of RDA, 

DHW >15, DTM,V5,DD5,TGR and SGR. 

Attached to the characteristic$ of 

BG1 and BG2 are the tests of Kolmogo­

rov-Smirnov (KS) ,Mann-Whitney (Mlfl 

and Student (t) used to test the zero 

hypotjesis H
0 

for belonging to the 

same general population. H
0 

is not re­

jected at acceptable significance 

levels for SDT75, CCL,,KI, SD(Table 2) 
H

0 
is rejected for DOT and the related 

parameters DH85 and DH?. For DHW > 15 

significance levels are small. 

A stepwise multivariate regression 

analysis with orthogonal transfor­

mation of variables is applied. 

Computations are made with 42 pre­

dictors and 3 response variables 

(DA,RDA and SQ41,after many vari­

ations and transformations of vari­

ables and 25 tests selections with 

respect to the correlation coeffi-
. .d 1 . s 2 c1ent r / , res1 ua variance .! _ 

V Xj A 

and distribution symmetry (Yi-Yi) 

in appropriate intervals. The Fisher 

criterion for adequacy of the ref­

ression is also checked. The best 

revression equations are: 

A 3 a 2 (SDT741 3 DA ao + a 1 (DT5) + + 

a 3 (DTJvl) + a 4 (DT5) 2 
+ a 5 (DHfl 2 

+ 

a 6 (V37) 3 ( 1 ) 

The values of ai and part of esti­

mate parameters are shown in Table 3. 

No strong and significant correla­

tions have been obtained between 

the precipitation and the thermo­

dynamic predictors (ry/x· not 
- 1 

greater than 0,65 when including 

12 different predictors, and only 

in frontal cases). In this respect 

certain extention of the study is 

reGuired, including more stations. 

As preliminary result a linear 

regression is obtained between DA 

and (S1iR x TGR1 with r = 0,86, but 

only on 21 cases, selected from 

BG2-sample as more vigorous. 

4. CONCLlTSION 

These statistical studies on rela­

tively large information on hail­

storm situations allowed to test 

distributions and inter-relations 

between thermodynamic characteris­

tics of the atmosphere, some cloud 

parameters, hail damages and precipi­

tation.The attempt to evaluate the 

seeding effect in BG2 by the use of 

Eqs.(1) and (2) leads to interesting 

results, which are subject to further 

publications. 
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TAllLE 1. Basic statistics for some variables from BG1 and BG2 samples. 
variable BJJ Ha 'fD SD!l15 D9 DBll:>,15 S1J CCL n HO SD V5 DD5 DOT VF RDA. TGR SGR 
statistic ]llO oc oc oc oc km g/kg km oc km oc m/s 0 gpm km/h ha min km 
minimum 1 15,6 6,7 3,0 1,6 0,50 6,0 0,52 20 1,64 1,0 0 ci -68 8 1 

2 17,6 8,0 3,0 2,6 0,10 5,8 0,51 20 2,09 0,4 1 3 -42 9 6 7 3 
average 1 26,9 15,6 8,4 6,0 7,23 10,6 1,64 31 3,37 18,2 12 216 -7 34 539 

2 26,9 15,9 8,6 6,2 7,67 10,9 1,60 31 3,42 19,3 12 216 4 36 609 90 41 
maximum 1 37,3 20,9 15,6 14,1 11,00 14,1 3,28 44 4,53 41,1 30 352 60 67 10326 -

2 37,3 20,2 16,9 12,1 11,75 14,8 2,60 45 4,45 49,6 35 365 83 95 12546 332 316 
std. dev. 1 4,1 2,5 2,4 2,2 2,23 1,8 0,47 5 0,55 8,5 7 82 25 13 1336 

2 3,6 2,1 2,5 1,8 2,16 1,7 0,40 5 0,47 9,1 7 87 22 14 1786 69 41 
median 1 27,2 15,? 8,5 5,6 7,87 10,7 1,65 32 3,44 18,8 10 230 -10 33 139 

2 27,4 16,2 8,5 6,1 8,00 10,9 1,62 31 3,49 17,6 10 240 1 33 88 69 30 
asymmetry- 1 -0,2 -0,5 0,1 1,0 -1,0 -0,2 0,3 -0;0 -0,4 -0,2 0,7 -0,9 0,2 0,6 5,2 

2 -0,3 -0,9 0,2 0,8 -1,0 -0,3 -0,3 -0,1 -0,5 0,7 0,9 -0,9 0,6 0,9 5,7 1,4 2,8 

TAllLE 2. Comparison of variables from samples BG1 and BG2 at Ho: equality of distributions_ and means. 
test KS test :n - .test Two-tailed t-test at oC• 0 05 

variable max. level of average rank prob. z computed level of Ho 
distance Dl'l significance p 1st and 2nd group for(=) or(>) t significance 1> rejected 

SDT75 0,098 0,50 -4 145 151 0,46 ...:o,699 0,48 no DHW>15 0,268 0,67.10 139 156 0,10 -1,678 0,09 no CCL 0,099 0,48 152 147 0,67 G,805 0,42 no KI 0,230 0,001 149 150 0,94 0,014 0,99 no SD 0,109 0,36 5 146 152 0,52 3 -1,096 0,27 -4 no 
DOT 0,317 0,11.10- 127 165 0,16.10- --4,104 0,53.10 yes 

TAllLE 3. Regression coefficients in Eqs. 1 and 2 and some statistics of the sample BG1 
from 120 cases. 

coefficients NO 
ao a1 a2 a3 a4 

1 -3,6 19,3 0,764 396 -143 
2 576 11,6 -86,6 0,264 -12,9 

a) 

80 180 280 380 
TGR,min 

80 
bl 

40 

20 

80 180 280 380 
SGR,km 

1. Relative frequency polyp-on: 
a) total daily lifetime and 
b1 total daily path covered bv 

hail cells 

statistics 
a5 a6 r:,,/xi -S/2 s/2 

.!!;- % -%' 
IS2 F 

-62,2 0,019 0,90 15 I 62 I 11 0,18.10 5,0 
0,92 13 I 63 I 12 o,27.io6 6,5 
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MEASUREMENTS OF CLOUD DROPS, THEIR AEROSOL CONTENT AND CLOUD INTERSTITIAL NUCLEI 
NEAR THE BASES OF CONVECTIVE CLOUDS IN ISRAEL 

Zev Levin, Eli Ganor, Colin Price, Doron Pardess 

Department of Geophysics and Planetary Sciences, 
Tel Aviv University, Ramat Aviv, 69978, Israel 

1. I NTRODUi".:T I ON 
it has been shown by many investigators that 
formation of acid rain is a complex process which 
depends on the origin of the air masses forming the 
clouds, the aerosol particles that are incorporated 
into the cloud and into rain drops and the 
microphysics of the cloud (eg. PARUNGO et al 1987). 
In Israel, rain is formed mostly by convective cold 
continental clouds within frontal and post frontal 
systems. These systems approach the coast from the 
West, Southwest and Northwest bringing with them 
air from varying origins and carrying aerosols of 
different compositions. LEVIN and LINDBERG (1979) 
showed that the aerosol particles in Israel can be 
characterised as desert particles superimposed with 
particles of maritime and pollution sources. The 
concentrations of these non desert particles 
strongly depend on the directions of air 
trajectories and contain sea salt particles as 
well as sulfate and fly ash. 

The purpose of this study was to investigate the 
role of sulfate particles in the acidification of 
rain in Israel with a special emphasis on the role 
of desert particles in neutralizing it. 

For this purpose a field station on the top of 
mount Meron (1120 m ASL) was used. During the 
winter months and during the passage of cold fronts 
the top of this mountain and the measuring station 
are often covered by convective clouds whose bases 
are often at around 1000m ASL. Measurements were 
conducted before, during and after the passage of 
the cloud. On some occasions measurements were 
carried out just below cloud 
determine the characteristics of 
particles entering the cloud. 

2.METHOD OF SAMPLING 

base 
the 

to help 
aerosol 

The method of sampling consisted of collecting 
aerosols or drops directly on carbon coated 
electron microscope (EM) grids which were placed in 
~ cascade impactor. It was possible to determine 
whether the particles were dry or wet based on the 
imprints they left on the surface. The imprints 

were used to determine drop sizes using a 
laboratory calibration conducted with known drop 

sizes. A constant ratio of 0.9 was found between 

Jru) and imprint size for the size range of che 
cloud drops. After determining the size of the 
drops, the samples were postcoated with Bacl

2 
(BIGG et al. 1974; MAMANE and DE PENA 1978). When 
sulfate was present in the particles, a reaction 
with the BaCl

2 
occured after exposure to 75% 

relative humidity for two hours creating B~so
4

• 
These reactions appeared as halos when again viewed 
through an EM. 

Fig. 1a presents an example of aerosols after 
impaction on carbon as 
Electron Microscope SEM. 

seen using the Scanning 
Fig. 1b presents the same 

aerosols and the reactions which are produced after 
postcoating with BaCl

2
• 

b) 

Fig. 1: SEM photograph of a} individual aerosols 
sampled on carbon, and b) of the same particles 
after coating with BaCl

2 
and exposure to 75% 

relative humidity. 

Two of the particles, marked-A and B, are desert 
particles which remained as dry interstitial nuclei 

in the cloud. Since no ·reaction with Bac~
2 

occured these particles did not contain hygroscopic 
sulfate. On the other hand, the droplets marked C 
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and D both reacted with the BaCL
2 

indicating the 
presence of hygroscopic sulfate. The amount of 
sulfur. was determined by counting the X-ray 
radiation emitted by the excited sulfur atoms at 
the 2320 eV wavelength, compared to that emitted by 
a standard sample of Cobalt at the 6920 eV 
wavelength. This measurement was then compared 
with calibration curves which had been 
obtained in the Laboratory using 
particles of known sizes (fig. 2). As 
the sulfur masses in the droplets 

previously 

(NH4)i04 
an example, 
C and Dare 

marked on the 15KeV acceleration voltage line in 

fig. 2. 
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Fig. 2: Calibration curves relating emitted x·ray 
counts to sulfur mass, for 3 accelerating voltages. 

3. FIELD MEASUREMENTS 
3.1 AEROSOL SIZE DISTRIBUTION 
The composition and state (wet or dry) of the 
particles below and at the base of the clouds were 
determined in order to calculate the relative 
concentrations of the cloud condensation nuclei 
(CCN) which help form the cloud drops, and the dry 
interstitial nuclei (CIN). 

The aerosol size distributions were calculated from 
electron microscope photographs, allowing one to 
seperate the dry and wet aerosols. The aerosol 
concentrations were calibrated with the help of an 
optical aerosol counter. Fig. 3 shows an aerosol 
size distribution below cloud base where the total 
distribution was divided up into the dry 
interstitial particles and the haze droplets. 

The haze droplets make up 79"/4 of the aerosols 
sampled, and the remaining 21% are the dry CIN. 
The total concentration of aerosols in this 

-3 
distribution is 392 cm • Wit~!n the cloud base 
a concentration of 712 cm was measured, 
suggesting that those Aitken nuclei not detected by 
our optical counter below cloud base grew to their 
haze size within the cloud base, entering the range 
of detection. 

The CIN are mainly desert aerosols containing Mg, 
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Al, Si, Ca, and K. The CCN, on the other hand, are 
mainly sulfates as well as salts such as NaCL, and 
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Fig. 3: Aerosol size distribution below cloud 
showing the distributions of CIN and droplets 

which make up the total distribution. 

3.2 SULFATE CONCENTRATION IN CLOUD DROPLETS 
Using the sulfur calibration curves in Fig.2 one 
can calculate for each drop size, the appropriate 
sulfur mass. In this way the sulfur mass 
distribution can be determined (Fig.4). From the 
volume distribution of the droplets which can be 
found using the size distribution in Fig. 3, and 
the sulfur mass distribution in Fig. 4 one can 
obtain the average sulfur concentration in the 
cloud droplets. For the example sgown in the 
figures, about 33 mg of sulfur per cm of cloud 
water is found. Assuning that all the sulfur 
contained within the CCN is in the form of 
sulfate, one can determine the concentration of 
sulfate in the cloud water. 
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Fig. 4: The concentration of droplets according to 
their sulfur mass. 

The above calculations were carried out both below 
and above cloud base, for airmasses of different 
origins. The sulfate concentration in the airmass 
and in the cloud water is shown for each case in 
Table 1. 

Even though the hygroscopic sulfate concentration 
in the air increases in the cloud, it is most 



probably due to inaccuracies in our measurements, 
and not from the oxidation of so

2 
in the drops. 

The life time of drops in the cloud base is too 
short to allow for SO oxidation to occur (HEGG 

2 . 
and HOBBS 1978). However, the sulfate concentration 
in the drops decreases by 30-50% within the 
cloudbase. This is a result of dilution of the 
sulfate in the drops as they grow by condensation 
in the early stages of the cloud development. 

Below Cloud Wi"thin Cloud 
Base Base 

Northerly A=7.l µg/ru3 A=22 µg/ro3 
winds C=56.l mg/cm3 C=38.4 rog/cm3 

Wee;terly A=8.2 µg/m3 A=33 µg/ro3 
winds C=l72.2 mg/cro3 C=99.75 mg/cm3 

South westerly A=6.7 µg/rr,3 -
windo C=33.3 rug/cru3 -

Table 1.: The concentration of sulfate in air (A) 
and in cloud water (C) below and within clouds as a 

function of the wind direction 

3.3 pH OF CLOUD DROPLETS 
The pH of cloud droplets was measured by sampling 
droplets on pH paper placed in each stage of the 
cascade impactor. This provides some information 
on the variation of the pH with drop size. Even 
though these measurements were carried out at 
different dates, they provided clues to the changes 
of pH during the early stages of cloud growth, and 
can be compared with that measured during rain. 
During this measurement the airflow was mostly from 
the west and the results, which are shown in Fig. 
5, show a decrease in acidity with increase in 
drop size. As the drops grow by condensation, the 
sulfate in solution is diluted, increasing the pH. 
The rain produced by this cloud had a pH of 4.8. 
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Fig. 5: pH of cloud drops as a function of size 

3.4 ALKALINE RAIN 
One set of measurements was carried out during a 
storm accompanied by winds from the SY carrying 
large amounts of desert dust. The clouds on this 
day produced rain which had a pH as high as 8.2. 
This corresponds to 121 µg/L of sulfate in the 
rainwater. However, 
haze particles below 

the amount of sulfate in t~e 
cloud base was 33 mg/cm. 

As shown in section 3.3, measurements during 
another field expedition to Mt. Meron showed that 
the pH of the haze and cloud droplets is very 
acidic (2.5). Therefore, the fact that the cloud 
droplets contain high concentrations of sulfate and 
no carbonatious particles, while the pH of the rain 
is very high, suggests that these CIN are scavenged 
by the rain and neutralize the acidity caused by 
the sulfate. It seems that part of the Ca found in 
the CIN neutralizes the sulfate in the droplets by 
forming gypsum (Caso

4
). The extra caco

3 
remains dissociated in solution causing the high pH 
value. Alkaline rain associated with SY air flow 
in Israel has also been measured by MAMANE (1987). 

that the source of sulfate in cloud 
4. CONCLUSIONS 
Ye found 
droplets is predominantly from nucleation 
scavenging. As the drops grow by condensation the 
sulfate concentration decreases due to the dilution 
of the droplets. 

The pH of the rain in Israel resulting from these 
clouds depends on the source of the aerosols. 
Northerly and westerly flows produce acidic 
precipitation (pH 4.8), since the amounts of 
calcium carbonate particles are relatively low. On 
the other hand storms coming from the SY and 
carrying Large amounts of desert dust produce 
precipitation with pH as high as 8.2. 
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1. INTRODUCTION 

As patt of an effort to evaluate the potential 

for rain enhancement over the south-central 

United States, the University of North Dakota 

instrumented Citation II aircraft was used to 

penetrate developing convective clouds during 

the period September 9 through September 28, 

1987. This measurement program, in support of 

the Bureau of Reclamation Southwest 

Cooperative Program, represents the second 

year of an investigation into the 

microphysical characteristics of these cloud 

systems. A previous study (POELLOT, 1987) 

focused on the persistence of supercooled 

liquid water and used data collected during a 

brief field· program in 1986. The present 

study will attempt to characterize the 1987 

clouds in terms of their cloud water and ice 

particle content and possible precipitati0n 

formation mechanisms. 

2. FIELD OPERATIONS 

During the data collection program the 

aircraft was based in Norman, Oklahoma, and 

cloud systems were sampled over the western 

2/3 of that state. The Citation was 

configured with the following measurement 

capabilities: state parameters (pressure, 

dewpoint, reverse flow and total temperature 

sensors); three-dimensional winds (inertial 

platform and flow angle probe); cloud 

microphysics (PMS FSSP, 2D-C and lD-P probes 

and a JW liquid water content meter); and 

forward-looking video. We were fortunate to 

have encountered a very active period of 

convection, given the length of the program. 
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Data from 60 clouds sampled during 7 missions 

were analyzed for this study. 

Cloud sampling legs were flown generally in 

the vicinity of either the -5°C or -l2°C 

level. These levels were selected in order to 

study the availability of supercooled liquid 

water and to investigate the ice process in 

these clouds in consideration of potential 

cloud modification activities. Cloud 

candidates were selected visually based on an 

appearance of positive vertical growth and a 

"hard" or sharp boundary at cloud top. These 

are characteristics of clouds typically chosen 

as potential seeding candidates. The initial 

penetrations were normally made within about 

300-600 m of cloud top shortly after the 

top climbed through the sampling level. 

Repeated sampling of the cloud continued until 

liquid water was nearly depleted at the 

sampling level or operational or safety 

considerations precluded 

During each mission the 

further measurement. 

aircraft made a 

descent sounding to below cloud base to 

determine the thermodynamic cloud environment 

and to measure conditions near cloud base. On 

several occasions passes were made through 

growing towers at several levels from just 

above cloud base up to cloud top. 

3. DATA 

There are many possible stratifications of the 

data. As a first look, it was decided that 

two basic stratifications are penetration 

temperature and cloud diameter. It is 

important to keep in mind that cloud diameter 



Table 1. Summary of Measurements 

-5°C 

peak 
peak frac. FSSP FSSP 

w LWC adia. cone. MVD 
length (m s-1) N (g m_3) LWC (cm- 3

) ~ 

< 0 25 .56 .14 178 25.6 
0-2 19 1.09 .29 274 24.4 

<2 km 2-4 9 1.33 .37 279 25.0 
> 4 11 1. 97 .44 358 23.5 

< 0 15 1.03 ·.24 324 22.4 
>2 km 0-2 11 1.27 ,31 292 24.7 
<4 km 2-4 13 1. 70 .44 340 24.3 

> 4 14 2. 77 . 72 398 24.2 

< 0 12 1.13 .29 347 20.5 
>4 km u-2 9 1. 90 .47 372 24.2 

2-4 6 2.63 .59 312 25.6 
> /:. 4 2.23 .49 434 23.0 

is really penetration length. In some cases 

this corresponds to a path through the middle 

of the cloud and is a good approximation of 

cloud diameter. In other cases, 

penetrations consisted of a glancing 

the 

path 

through the edge of a more mature system. 

Thus, cloud penetrations of similar length do 

not necessarily imply similar dynamical and 

microphysical conditions. As an effort to 

sort out this complexity, a further 

stratification was mad~ by average vertical 

motion during the penetration. 

A subset of measured parameters was chosen for 

summary in this report and is shown in Table 

1. The penetration length corresponds to the 

distance in cloud with detectable liquid 

water. The liquid water contents (LWC) are 

those measured by the JW probe. The FSSP data 

have been corrected for 

errors according to DYE 

(1984). Droplet diameters 

known instrument 

and BAUMGARDNER 

are represented by 

the mean volume weighted diameter at the time 

of peak number concentration. The 2D data 

have been processed to reject artifacts by a 

method similar to that of COOPER (1978). All 

values have been averaged over the number of 

samples (N) indicated. 

In general the clouds were found to have 

-l2°C 

peak peak peak 
2D peak frac. FSSP FSSP 2D 

cone. LWC adia. cone. MVD cone 

~ N ~) LWC (cm- 3
) ..u!!!!2- i.&:.:l -

6.9 9 .99 .22 199 26.3 7.5 
1. 7 5 .98 .20 203 25.1 5.3 
0.2 7 1.29 .29 350 23.5 0.3 
2.4 4 1.53 .30 510 22.1 0 

9.2 1 .70 .16 203 25.9 13.0 
37.5 5 1.24 .32 397 23.1 9.1 
11.4 1 1.20 .35 321 23.8 94.0 
6.9 4 2.50 .47 392 22.9 0.5 

22.1 0 - - - - -
30.8 3 1.63 .43 439 23.9 108.5 
26.7 4 1.53 .34 553 23.8 41.1 
37.3 2 2.85 .66 388 25.1 24.9 

relatively high cloud liquid water contents. 

The positively buoyant cloud regions had 

average peak LWC 

individual values as 

of 1.0 to 2.9 gm 
3 

with 

high as The 

peak LWC was directly related to updraft 

velocity. The cloud water was contained in 

relatively 

diameter of 

large droplets 

22-26 pm). In 

(mean volume 

addition, the 

average peak droplet concentrations were 

the fairly low (180-550 
_3 

m ) • This shows 

influence of the maritime tropical air mass 

which dominates the south-central states in 

the summer months. 

As one would expect, the longer samples and 

those with stronger updrafts had peak LWC 

values which were more nearly adiabatic. Four 

updraft regions with peak LWC greater than 90%, 

of the adiabatic value were encountered. At 

-5°C, the stronger updraft samples also had 

higher droplet concentrations and somewhat 

smaller drops on the average. 

The peak concentrations of larger hydrometeors 

at the -12°C level (as detected by the 2D-C) 

were not very different from those measured 

near -5°C. This suggests that the nucleation 

and growth of ice particles to detectable 

sizes was not significant between these 

levels. However, the peak 2D concentrations 
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were typically greater in the larger clouds. 

This ,vas expected because the larger clouds 

were generally older. 

4. PRECIPITATION FORMATION MECHANISMS 

It is a challenging problem to identify 

precipitatjon development mechanisms using 

only occasional line measurements through a 

developing cloud. Most of the time, either no 

precipitation-sized particles were present or 

else the precipitation process was already 

well under way and it was difficult to 

separate what was observed from possible paths 

of formation. However, on September 14, the 

timing 

cloud 

of the penetrations 

development and 

in 

the 

relation to 

associated 

microphysical data allowed for a clearer 

picture to evolve. (A short film will be 

shown at this time). 

The clouds sampled on this mission were 

associated with but visually separate from a 

very strong convective complex (tops> 17 km)., 

The surface dewpoint temperature was greater 

than 22°c in the area. The droplet spectra 

were broad as seen in Fig. 1, and the larger 

particles detected by the 2D-C were 

predominantly liquid drops (Fig. A\ 
L.;. Since 

the towers were sampled early in tr.eir 

lifetimes, shortly after passing through the 

-5°C level, and they were isolated from the 

mature system, recycling of melted ice 

particles as a source of large drops was 

unlikely. Thus, it seems highly probable that 

these clouds were developing precipitation 

initially through the warm rain process. 

Although it is not as certain as in the above 

case, there are indications that this is a 

primary mode of initial precipitation 

development in the clouds studied during this 

project. Drops grew in the updrafts and were 

carried to colder temperatures as the clouds 

developed. Here, they froze and rimed into 

graupel and were carried back down to lower 

levels by downdrafts. During many of the 
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Fig. 1. Sample FSSP droplet spectrum 
from September 14. 
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Fig. 2. Sample of 2D images from September 14. 

Vertical dimension of bar represents 1 mm. 
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penetrations, graupel was first observed in 

the downdrafts. There is evidence that some of 

these particles were being recycled upwards at 

the edges of updraft regions. Later 

contributions to the precip process may have 

come from graupel grown on depositionally 

formed crystals from ice nuclei or as a result 

of secondary ice particle production via the 

Hallett-Mossop mechanism. However, during the 

early stages of development, it appears that 

most of the larger graupel evolved from frozen 

drops. 
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1 0 INTRODUCTIOlJ 

Experiments on the convective cells 

investigation by tracer methods are 

conducted since about two decades. Na­
tural and artificial radionuclides as 

well as non-radioactive substances ., 
are used as tracers (GATZ 1977, SALA-
VEJUS 1984). Theory and practice of 
the active actions on clouds shows 
that broader knowledge on processes 

occuring in the Cumulonimbus clouds 
are necessary. 

2. INVESTIGATION lv!ETHODS 

In our experiments the 32P, 21OPo, 
heavy water, metallic indium and ice­
making reagents AgI and PbI2 were used 
as tracers. They were injected into a 
cloud by the hail-suppressing rockets. 

The tracer spraying was carried out 

by the explosions in a determined 

part of the cloud. '1:he ice-making re­
agents AgI and PbI2 were injected in­
to a cloud by the burning of a pyro­

mixture along the rockets trajectory. 

Experiments were carried out on the 
2 polygone of the area 400 km. The me-

teorological, radar, rocket,radio-com­

munication and automobil services in­
teracted in course of the experiments 
which allowed to conduct successfully 
the complex experiilleuts. The radar in­

formation arrived from the meteorolo­
gical radar location point. For eva­
luation of the variability of the pre­

cipitation intensity and their total 

amount a dense pluviometric network 

was constructed on the polygone. The 

sampler for the precipitation sampling 
during the separate time intervals was 

made from a firm material and was of 
au upturned pyramide shape with the 

base equal to 2x4 m. For the separate 
raindrops collection the plane-tables 
~ere used. Their exposition lasted 

from 1 to 30 s depending on the preci­
pitation intensity. The plane-tables 
were covered by the chromatogi·aphic 

paper on which a dye was spred. The 
raindrops fallen on the paper let 
bright coloured spots on it. After 

their radii the raindrops parameters 
were determined. The dried paper was 
put into the contact with a special 

t 1 . T' 21 0-- d t . pho-oemu sion. ne ~o was e ermi-
ned in precipitation samples after its 
spontaneous deposition on copper or 

silver discs. For the determination of 

the chemical yield the 2O8Po was used. 

3. RESULTS 01!1 THE FIELD EXPERIJ:IENTS 

The development of clouds on the day 
the experiment was car:ried out (17th 

July 1972) was conditioned by a cold 

t 21Op . . t d front. The -racer o was inJec e 
at the altitude of 4 km into the fron­
tal part of a convective cell being in 
a quasi-stationary state. The cloud 
· t h . h 2 1 Op . . t d . in ow ic o was inJec e consis-
ted of the two cells. After the radar 
data the altitude of the upper bounda­
ry of the both cells reached 10 km. 
The cells were registered by the atte­

nuation of the radiosignal up to 48dB. 

/For couvenieucy, the cell into which 
the tracer was injected we call the ex-
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perimcntal cell £ and the other cells 
- the background ones F . The analy;.:1is 
of the data of the pluviometric net­

work and of the precipitations araount 

in sampling points showed that the 
;;iost voluminous precip.i tations fell 

fx-om the background cell. 'l'he distan­

ce between the cells which contours . 
V✓ ere determined by the isolines 4G d13 

was about 5-6 kr.1.. As it is clear fro;n 

the Fig.I!:the distribution of the tra 
cor high 'fallout densities on the po­

ly6one coincides with the experimental 
cell 

ffig.1. The 210
~0 fallout field 

A, re/at inis 
25 
zo 

" (0 

5 

f!55 th 

Fig.2. The 210Pa concentration change 

in the raindrops on sampling 
points 

~t the same time, in regions above 
which the cell F of the same cloud YiiO-

ved, the fallout density exceeded not 

the background values despite of the 

fact that fro□ this cell 5-6 ti~es mo­
re precipitation fell than from the 

cell E . The arriving of 210J?o on the 

cloud displacement front coincides in 
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time with the displacement trajectory 
of the cells E back part. In several 

points of the polygone the oC-1·adioac­
ti vi ty of .separate raindrops du.ring 
the rain was measured. On the i'ig. 2 

the variation of the specificoC-acti­
vity of 210Po in points Nos. 4,5,6,7 

{the corresponding curves 1,2,3,4) is 

shown. °From Fih. 2 follows that o(-acti­
vi ty in precipitation decreased up to 

the background values in point iJo.4 

after 3 min, in points Nos.6,7 - after 
6 and 7 rain, respectively. I'he back-

d . .P. _r t . . + f 21 Q_ groun speci~ic°'--ac-ivivy o ro 
ranged frox 3 to 10 relative units.On 
the curve 2 (Fig. 2) a uaxifou::;1 is seen 
which arose 13 min after the tracer 

injection ~oment. This maxi@ULl coinci­
des in time with the displace@ent of 
the back part of the cloud. Thus a con 
clusio~1 can be ::1ade that in the sa1;1p-

. t t· 2 1 o.") , . ling poin s ne J: o was ;;,easureu in 

p::cecipi tatio1J.s falline fro:;: the expe­

rimental eel:!.. 

Ou the 1Jth July 1977 the clouds deve­
lopment wa.s conditioned bv a cold 
front. Its displacement velocity was 

about 40-50 km h- 1• The convective 

cloudines.s develop::1ent was pro,:1oted by 

the great instabili t;f energy. 1rhe con­
vections upper level reached 11 km. 
210Po was injected into a cell being 
in a back part of the cloud. At the in 

jection moment a rain with ice-6raupel 
falling from this cell was observed at 
the ground level. The cell £ was in a 
quasi-stationary state. 'rhe 210Pa in­

jection height was about 4 hi, air 
to~perature at this level was equal to 

o° C. ~t the tracer injection 2oraent 

close to the cell E an another cell 

was observed which was recistered by 

the radiosignal attenuation up to 48 

dB as well, the distance between the 
centers of the cells was about 6 kr;1. 

Unlike to the previous experi,,1ent the 



21010 fallout density maxIQULl is ob­

served here in the region of its iujec 

tion but the trace::.' spi·eaded tru.0 ough­

out the entire cell. In points ~os.1,2 

the tracer arrival to raindrops was 

registered alreaJy 3 ;:1in after tho ill­

jection. This ;,my be explained, appa­

rently, by the 0:2:istence of do-v,ndraugl:;. 

flowc with velocity 25-JOra s- 1 in the 

tracer spreadin~ zone inside the cell. 

The 210Pa transport with precipitation 

droplets velocities in points ~os. 1,2 

are 25 and 23 ra s- 1 , respectively. ).t 

the 210.Fo injection 1;10ment the point 

iiio. 3 was under the c.;ell F. In the rain­

di'OJ?S fallen out only the background 
_r , . t . . .,_ , 21 0-1 f d -- , ~-raaioac ivi~y oi le was· oun -~~ 

is evidence of' that, firstly, the tra­

cer is washed out; on the small area in 

the injection epicentre region and, se­

condly, 210Pa spreads only inside of 

the experir;;ental cell. 

On the 27 th July 1986 the cold front 

;::o-1ed above the poly gone from S,f. ivt 

the distance of 17 k;n fi.·0;;1 the radc1.r 

on the asiwuth 196° a raining cell waa 

revealed. To the right of it on the 

asiniuth 175° at the distance of 13 kr,i 

an another cell selected by us as &n 

experii.':iental one wa;:, observed.. At the 

rnor,1ent of ;aaxii .. al developr:aent the 

cells parm,1eters were; the upper boun­

dary height - 11 k,n, tlle 1.1axi;;ml radar 

reflectivity hei0;ht Ul._ ==10- 9cn1- 1) -6, 5 

~ff .. On the level of the updrau~t flow 
. 1 1 . ' , I-I 5 k ) ..L." 

21 O. maxima ve oci-cy ~ == 1,, vne .t'o 

was in~ected. At the tracer injection 

moweut the distance between the cen­

ters of the cells limited. by the iso-
-9 -1 contours tz_ =10 cm was equal to 2-J. 

km,,and the isoecho contour by1_=1o- 10 

Cfu-l united the both cells into the 

one zone. Despite of the fact that 

rain fell out frow the both cells, 
210Po was found only in precipitation 

falling froLi the experiinental cell. 

·i'he ;;round level 1;wa.Jure::1ci.1ts showed 
~A(' 

t~w.t .::: 1 v}'o is distributed in th;::i cell 

non-unifor.,,ly. lt::1 1.1a:x:L:ial concentra­

tions are registered in the centre of 

the cell, the uini;:ml ones - at its 

borders. 'l'he 210Po removal from a cell 

being in dissipation stage occurs :nair.t 

ly on its displacement trajectory abo­

ve t11e polygone. '1:he field experi1;1ents 

conducted by us showed that a substan­

c0 injected into tho convective cell 

being in the quasi-stationary stage 

spreads ~ainly in this cell and is not 

carried to the other cells. Je ~ade a 

conclusion that between the cells a 
hyJrodyna.::icetl bond cxiats and the 

trdn~port of a substance is not obser­

ved. The conclusion has a practical 

value (besides the pure scientifical 

value). By the active action for the 

hail formation prevention on the mul­

ti-cellar processes usinG cooling- or 

ice-creating reagents we must forra the 

calculated reagent concentrations in 

thG every cell depending on its deve­

lop~ent sta~e and not to take into ac­

count the active actions on the other 

cells. ~oreover, frou the conclusion 

follows that by the identical develop­

ment conditions the neighbour cells 

(not acted upo;,1) may be taken as cont­

rol ones for evaluating the active ac­

tions effect. 

GATZ D.P.: A review of chemical tracer 

experiments on precipitation syster.1s. 

A t;:10s. i;nviron. 11, ( 1977), ~Jr. 1 O. P. 945 

-953-

lliATlABEICC C.C.: Hcc~e~oBaHHe KOHBeKTHB­
HbTX OO~aKOB npH TIOMO~H XHMH~SCKHX 

Tpa.ccepoB. i;!?H3HKa aTMOCtpep.bI. 3(1977). 
c. 15-35. 
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1. INTRODUCTION 

Fast response analyzers for insoluble tracer 

gases, such as sulfur hexafluoride (SF 6 ), make 

real time measurements of tracers possible in 

small clouds (STITH and BENNER, 1987). Some 

applications of these relatively new 

techniques to studying mixing and activation 

of AgI cloud seeding aerosols in cumuli are 

reported here. One objective of these studies 

is to compare the effects from releases 

directly into the mid to upper supercooled 

cloud regions with releases into updrafts at 

the cloud base. It is assumed that, during 

typical sampling periods (~20 min.), the AgI 

aerosols disperse with the until 

nucleation scavenging removes the particles. 

Within these periods any ice produced by the 

aerosol should become detectable by optical 

sizing instruments, such as Particle Measuring 

Systems 2DC probes. 

2. INSTRUMENTATION AND METHODOLOGY 

Previous SF
6 

tracer experiments are reported 

in STITH et al., (1986) and STITH and BENNER 

(1987). In the present work, airborne 

releases of gaseous SF
6 

along with AgI-AgCl 

aerosols from acetone burners were performed 

on 22 and 28 June, 1987, near Dickinson, ND. 

Release rates of SF
6 

were 0.5 and 0.3 kg km-
1 

for 22 June and 28 June, respectively. In 

addition to a release aircraft, the University 

of North Dakota Cessna Citation and the South 

Dakota School of Mines T-28 research aircraft 

were used for sampling. Details on the 

instrumentation, calibration procedures, and 

aerosol characteristics are given in STITH et 
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al., (1986) and STITH and BENNER (1987). 

Measurements of SF 6 from releases directly 

into ice-free supercooled clouds at 

temperature levels warmer than -7°C (the 

approximate activation point of the AgI 

aerosol) have not revealed the formation of 

ice (e.g., STITH et al., 1986). This suggests 

that neither the SF 6 release method, nor the 

treatment aircraft itself produced ice 

particles (e.g., as suggested by RANGNO and 

HOBBS 1984), at least at these relatively warm 

temperatures. Further tests, using SF 6 only, 

are planned to confirm these results over a 

broader range of temperatures. 

3. OBSERVATIONS OF MIXING AND ICE 

ACTIVATION 

On 22 June, the upper region of a small 

cumulus congestus cloud was treated by a 

single pass at -ll.5°C. The cloud base was at 

+11 °C. The measurements obtained during the 

sampling passes at -13.5°C (300 m above the 

treatment altitude) are shown in Fig. 1. The 

cloud was free of ice (Fig. I a) at the time 

of treatment. On the second sampling pass 

(Fig. I b) small ice particles developed in 

three regions which together comprised about 

half of the cloud width. The boundaries and 

shapes of these regions correlated well with 

those of the tracer regions; this is rather 

convincing evidence that the ice was formed by 

the AgI treatment and did not develop 

naturally in the 

• of ice observed 

cloud. However, the amounts 

per unit amount of tracer 

varied somewhat from region to region; this 

may be a result of slightly different _growth 
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Fig. 1 Concentrations of ice particles (from 2DC shadow - or), 2DC images, SF6 concentrations, 
and liquid water (from JW) on 22 June, 1987, 300 m above treatment altitude (at a temperature of 
-13.5°C at: (a) the time of treatment, (b) 4 min after treatment, and (c) 7 min after 
treatment. 

conditions present in these regions during the 

4 min between treatment and sampling. On the 

third pass, some 7 min after treatment, the 

ice, liquid water, and SF
6 

were well mixed 

throughout the cloud top and the ice particles 

had grown larger (Fig. 1 c); as before, the 

amounts of ice per unit amount of SF
6 

in the 

cloud varied with location. 

On 28 June, a cumulus cloud of similar size 

was treated for 15 min by a continuous release 

during orbits across the horizontal wind shear 

axis in updrafts at cloud base (2.2 km MSL and 

5.8°C). 

horizontal 

altitudes. 

Sampling 

wind 

was 

shear 

done 

axis 

along the 

at various 

Early in the sampling period, at 

lower levels of the cloud, the tracer region 

was quite narrow and concentrated (Fig. 2 b), 

as found in other clouds from our earlier 

studies (STITH et al., 1986). In contrast, 

near the top of the cloud, 8 min later, the 

tracer was well mixed (Fig. 3). Some 2.5 min 

prior to the pass at the cloud top, relatively 

concentrated tracer was found at midlevels of 

the cloud, mixed through about half the 

updraft on the upshear side; more dilute 

tracer was found downshear in downdraft (Fig. 

2 a). Small ice particles were well mixed 

throughout the cold (-12°C) cloud top region 

and were found only in downdrafts at warmer 

(-7°C) midlevels. 

These results confirm the expectation that, at 

a given level in a cloud, the ice 

concentrations are closely related to the 

history of the air. For example, at the -12°C 

cloud top region (Fig. 3), ice had only begun 

to develop in the upshear portion of the 

cloud. On the downshear side higher ice 

concentrations were observed in the downdraft 

region, which was bringing air down from 

colder temperatures. At the -7°C level of the 

cloud the updrafts with concentrated tracer 

had not yet developed measurable ice, while 

the downdrafts with more dilute tracer had 

appreciable ice. 

These and our earlier studies indicate that 

the tracer, whether directly released into 

cumuli or carried up from cloud base, mixes 
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Fig. 2 (a) Vertical wind, 2DC images, and 
the concentrations of ice, SF6 and liquid 
water on 28 June, 1987, at cloud midlevels 
(3,5 km altitude and -7°C) 17 min after the 
start of treatment. The cloud was treated 
for 15 rmn at the cloud base. (b) 
Concentrations of liquid water and SF6 at 
lower levels of the cloud (3.0 km altitude) 
11.5 min after the start of treatment. 

completely through the upper regions of the 

cloud. As far as the concentration of ice is 

concerned, the history of the air found at a 

given location in the cloud may be at least as 

important as the amount of ice forming nuclei 

present, at least in the early stages of ice 

development. 
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Fig. 3 As in Fig. 2a, except near the 
top of the cloud at an altitude of 5km 
(-12°C) 19.5 min after the start of 
treatment. 
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FIRST FORMATION OF PRECIPITATION IN AN ISOLATED 
CONVECTIVE CLOUD 

Charles A. Knight 

National Center for Atmospheric Research* 
Boulder, Colorado 80307, USA 

1. INTRODUCTION 

In a previous study, a Lagrangian-style precipitation 

growth model was applied to a small, relatively 

steady-state thunderstorm, assuming that all precip­

itation was formed by primary ice nucleation and 

subsequent growth (Knight, 1987). The resulting, 

modelled field of ice particle size distribution was 

many orders of magnitude deficient in the smaller 

particles needed to produce the observed rain from 

the storm, leading to the conclusion that the primary 

ice process was not a large, direct contributor to 

the precipitation. The style of modelling of the 

precipitation field lends itself well to interpreting field 

data in terms of mechanisms of ice-phase precipitation 

initiation, and is applied here to a very well-observed 

case of first echo formation in a cold--based, continental 

cloud. 

The first purpose 1s to see whether there is a 

compelling need to invoke some "exotic" process 

like ice multiplication or accretion on giant aerosols 

to explain the first-echo formation. The general 

philosophy is as before: in view of the several serious 

approximations involved, the model results have to 

be very different from the observations before the 

need will be compelling. Second, the treatment is 

planned as a test for the category model treatment 

of precipitation. Category models have the potential 

for numerical spreading problems arising from the 

rather coarse categorization of particle size and fall 

*The National Center for Atmospheric Research 1s 
sponsored by the National Science Foundation. 

velocity. The seriousness of these can be assessed by 

comparison with the present treatment, which avoids 

those particular problems at the expense of some other 

serious limitations. 

2. THE STORM AND THE DYNAMIC MODEL 

The CCOPE case of 19 July 1981 is used: a brief, 

isolated cumulonimbus with a cold cloud base and a 

lot of microphysical measurements (Dye et al., 1986), 

and with a numerically modelled wind field (Helsdon 

and Farley, 1987). 

The radar reflectivity and visual cloud-top history are 

shown in Fig. 1 along with aircraft penetration times 

and heights. This was essentially a fairly large, single­

impulse convective turret that rose to about 10 km 

and developed a radar echo briefly to 45 dBZe as 

high as 8 km. Cloud base was at + 1 °C and droplet 

concentration was about 600 cm- 3
• 
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Fig. 1. The radar visual cloud top, and aircraft 
penetration history of the 19 July 1981 cloud, from 
Dye et al. (1986), using model time from Helsdon and 
Farley (1987). 
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The two-dimensional, time-dependent model used for 

the wind and cloud water fields was originally run 

for electrification studies and has been compared with 

the observations in some detail by Helsdon and Farley 

(1987). It employs both ice and coalescence processes 

using exponential size distributions and an eddy 

diffusion entrainment scheme, and reproduces the time 

history of cloud size and radar echo development 

rather well. Since its cloud base is about 1 km lower 

than that observed, here the wind and cloud-water 

fields are shifted up 1 km, the liquid water content is 

reduced by 2 g kg- 1 and the updraft multiplied by 0.7 

to bring the maximum values close to those observed 

in the storm. The model resolution is 200 m. The 

updraft in the model is about 2 km in diameter, the 

cloud top increases from 5 km at 21 min to 11 km at 

51 min and the first echo at 5 dBZe was at 43 min. 

3. PRECIPITATION MODEL PERFORMANCE 

AND RESULTS 

Here we assume the "standard" ice nucleus population 

n( e- 1 ) = 10-(o.25r+5), with T in C 0
• The bins used 

to collect the numbers of growing ice particles were 

always 1 km square (x, z) with 15 sizes, the largest 

of which was "greater than 10 mm diameter". Three 

starting resolutions used were (x = z, t) = (0.25 km, 

0.5 min), (0.5 km, 1 min), and (1 km, 2 min). The 

coarsest was unsatisfactory, but the finest was little 

more than a smoothed version of the middle one, so 

most runs used the 0.5 km, 1 min resolution. 

As in previous work (Knight, 1987), the philosophy is 

to use very simple microphysics and test the sensitiv­

ity. The initial attitude is that the assumed wind and 

cloud-water fields are so approximate that few if any 

microphysical subtleties are justified. Density/ drag 

coefficient specifications were from p;revious work. 

Case 4: Pice (g cm-3
) = 0.3D + 0.1, with Cv = -5D 

+ 4 for R< 0.6 cm and = 1 otherwise. Case 2: Pice 
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= 0.125D + 0.45, with Cv = 0.75. Case 4 is just 

about the lowest ice density that is at all reasonable, 

and gives very low terminal velocities. Case 2 goes to 

extremes in the other direction, for this cloud. (At 

7 km and 1 g m- 3 of cloud water, a case 2 particle 

reaches 1 m s- 1 in about 3 min while a case 4 particle 

takes 11 min.) A five minute time delay before the 

start of growth was imposed or not, giving four "runs". 

Table 1 shows the first echo times and the maximum 

dBZe at 7.5 km for the observed storm, the Helsdon 

and Farley treatment and the four cases herein. 

Table 1 

first echo time max dBZe 

(min) at 5 dBZe at 7.5 km 

observed 45 47 

Helsdon and Farley 43 50 

a) Case 4, 5 min 43 17 

b) Case 4, no delay 38 36 

c) Case 2, 5 min 41 28 

d) Case 2, no delay 37 38 

Figure 2 shows the observed concentrations of total 

ice 
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6 km (-15°C) compared with the four modelled cases. 

Considering the major model uncertainties (the 2-D 

wind field, the very crude representation of the time 

to the start of rapid riming, and the cloud water 

field), the agreement is not bad. Furthermore, the 

maximum ice particle sizes observed in the storm were 

approximately those modelled. No compelling need for 

additional mechanisms is revealed. 

In the later stages the observed maximum total ice 

rose to about 50 f__- 1 at -15°C. The model results 

never approach that, but the modelled updraft does 

not decay as abruptly as the observed one evidently 

did, and the model was not run past 60 minutes. 

It is interesting that nearly all of the mm-sized ice 

produced in this model nucleated at -15°C or above. 

There were 808 trajectories that produced mm ice at 

model time 57 minutes within the strongest radar echo 

region (x = 13 to 17, z = 4 to 9 km), adding all 

four cases together, at 0.5 km resolution. Of these, 

one started with nucleation at 7.0 km (-20°C), 23 

at 6.5 km (-17°C), 68 at 6.0 km (-13°C), and the 

remaining 716 from 5.5 to 4.0 km. The warm ice 

nucleation totally dominates the first echo formation, 

and in fact nearly all of the formation of precipitation­

sized particles. If real, this would have obvious 

implications not only for weather modification, but for 

the sensitivity of the time history of radar reflectivity 

and the precipitation to the "most active" - that is 

the warmest - ice nuclei, whose natural concentration 

is very poorly known and probably quite variable. 

4. CONCLUSION AND DISCUSSION 

This study does not reveal a strong need for any 

h<'r mechanism than the ordinary ice process to 

,lain the first precipitation formation in the 19 July 

I cloud. In the writer's view, a three-dimensional 

11d field with better correspondence to observation, 

1d a better-verified cloud water field would be 

needed to justify a more sophisticated microphysical 

treatment for comparison of results to observations. 

Two main shortcomings of the present, very simple 

model are the exclusion of the strong temperature­

dependence of the vapor growth stage before riming 

starts and the exclusion of melting and evaporation. 

Nevertheless, in combination with the previous results 

on the 12 June 1981 storm, the present results are 

consistent with the hypotheses that explain the highly 

anomalous ice concentrations often observed in terms 

of multiplication processes that require the presence of 

precipitation-sized ice in order to operate. 

The strong dominance of the early and warm nucle­

ation events in the formation of the largest ice particles 

appears to be due to the need for "embryos" of these 

particles to be introduced into the updraft in the 

mature phase of this cloud. Nucleation within the 

mature updraft leads only to small ice that is ejected 

into the anvil. 
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RETRIEVAL OF DYNAMIC VARIABLES IN DOPPLER-OBSERVED CONVECTIVE CLOUD SYSTEMS 

Carl E. Hane 

National Severe Storms Laboratory, NOAA 

Norman, Oklahoma U.S.A. 

1. INTRODUCTION 

For more than a decade multiple Doppler radar 

observations have been analyzed by various 

investigators to produce the three wind ve-

1 oc i ty components within convective storms. 

Efforts have been made in the last decade to 

use this velocity information to retrieve 

perturbation pressure and buoyancy fields 

over the same three-dimensional volume where 

wind information is available. Development 

and testing of these techniques are described 

by Gal-Chen (1978), Hane et al. (1981), Roux 

et al. (1984 ), Brandes (1984 ), and others. 

This paper briefly describes one retrieval 

method and presents some examples of re­

trieved fields from several case studies that 

the author has carried out as a part of eith­

er past or current work. 

2. EXPLANATION OF METHOD 

The retrieval method is described in detail 

by Hane et al (1981). A two-dimensional 

Poisson equation for pressure is formed from 

the horizontal momentum equations and solved 

using velocity measurements from Doppler 

radar to specify forcing terms. The vertical 

momentum equation is then solved for buoyancy 

using pressure analyses on successive hori­

zontal planes and the velocity measurements. 

Pressure and buoyancy solutions are in the 

form of deviations from horizontal averages. 

3. EXAMPLES OF RETRIEVED FIELDS 

The first example comes from the case study 

of a tornadi c thunderstorm. Fig. 1 shows 

perturbation pressure deviations (hPa or mb) 

and ve 1 oc i ty vectors on a horizontal p 1 ane 

500 m above the ground about seven minutes 

prior to the appearance of the tornado. Ve-
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Fig. 1. Perturbation pressure and vector 
wind in tornadic storm case at z=500 m. 
Pressure in hPa (mb); gust front labeled by 
cold frontal symbols; EB marks vorticity 
maxima; solid line, arc-shaped updraft area. 

locity information is available over a net­

work of grid points spaced at 1 km in both 

horizontal di rec ti ons. The tornado developed 

coincident with the left-most of the two vor­

ticity maxima (circled plus signs). Low 

pressure coincident with the left-most vor­

ticity maximum (the mesocyclone) results pri­

marily from the strong vorticity. Perturba­

tion pressure also has a hydrostatic compo­

nent in all solution fields as is exemplified 

by the relatively high pressure in the rain­

cooled area in the north-central portion of 

the domain. 

A second example comes from analysis of 

thunderstorms embedded within a mesoscale 

convective system (MCS). Rotunno and Klemp 

(1982) have shown that based on linear theory 

a pressure gradient should be present across 

deep convective updrafts with high pressure 

on the upshear side and low pressure on the 



downshear side. The shear referred to here 

is the vertical shear of the horizontal wind 

characteristic of the storm environment. In 

the tornadic storm case referenced above this 
relationship held true in the middle and 

upper levels of the storm where there were 

pressure differences of 3-6 hPa across the 

updraft at all levels. In the example shown 
in Fig. 2 the same relationship holds quite 

well for the convective region of an MCS 

(only 20% of the analyzed domain is shown). 

Three strong updrafts are in the area shown, 
which is located along the eastern edge of a 

north-south line. In the northernmost and 
easternmost updrafts the pressure falls 

across the updraft in an east-northeasterly 
direction, in good agreement with the orien­

tation of the shear vector at this level from 

an envi ronmenta l sounding. In the southwest 

updraft the pressure decreases proceeding 

northward through the updraft; a valid ques­

tion here is how one defines the environment­

al shear in the case of a convective cell 

embedded within a larger-scale rain area. 
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Fig. 2. As in Fig. 1, but for MCS case at 
z=5.5 km;® =updraft maxima. 

A third example results from analysis of 
a large multicellular thunderstorm that oc­

curred over the High Plains of the United 

States. This data set is unique in that an 
attempt was made to use aircraft and sounding 

data in the storm environment along with the 

in-storm Doppler winds to produce a complete 

set of wind components in a regularly bounded 

three-dimensional region within and surround­
ing the storm. The two previous examples, in 

contrast, produced solutions within irregu­

larly bounded regions characterized by the 

presence of rainwater. The pressure field in 

the upper portion of the storm is shown in 

Fig. 3. Coincident with the strongly posi­

tive pressure anomaly is a region of pro­

nounced divergence marking the center of the 
storm's upper level outflow. The updraft 

maximum is coincident with the high pressure 

center in this case; the linear theory rela­

tion seems to break down due to very weak 

environmental shear at this altitude and 

highly perturbed flow. The buoyancy field at 

this time (not shown) contains a warm plume 
in the strong updraft region, most pronounced 

between 3 and 10.5 km. The maximum deviation 

buoyancy is 9-10°K at z=9 km, in good agree­

ment with undilute parcel calculations from a 
nearby sounding. The updraft top is very 
cold owing to localized ascent through a 

stable environment. It is clear that the 
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Fig. 3. As in Fig. 1, but streamlines drawn 
rather than wind vectors for High Plains mul­
ticell storm at z=l0.5 km. 
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positive pressure anomaly in Fig. 3 is in 

large ·part hydrostatically produced. 

4. EFFECTS OF ERRORS AND LACKING DATA 

The accuracy of retrievals is entirely de­

pendent upon the quality of the analyzed 

velocity field. A parameter can be calculated 

following the retrieval of pressure that pro­

vides a measure of the input velocity 

quality. This parameter is essentially a 

normalized integral of the difference between 

the retrieved horizontal pressure gradients 

and those gradients calculated directly from 

the individual momentum equations. 

ff [{n - F)
2 

+ (n - G)
2J dxdy 

X y 

Here, F and Gare the terms in the horizontal 

momentum equations other than pressure grad­

ients. The larger Er is, the greater the 

mismatch between the best-fit pressure field 

and the gradients calculated from the ind i -

victual equations; these mismatches are due to 

velocity errors. 

Mismatches are also affected by a lack 

of data. In particular, velocity analyses are 

often too infrequent to calculate time deriv­

atives of velocity components in the momentum 

equations. Under such conditions a steady 

state is assumed in a reference frame moving 

with the most dynamically active elements of 

the system (the only reference frame for 

which a steady state is possible). This mo­

tion can only be estimated, and less than 

optimal estimates used in the retrieval cal­

culations result in larger values of Er· 

This fact can be used in a reverse sense how­

ever, in that an optimal reference frame in 

the steady state case can be determined by 

t ri a 1 and error through repeated guesses at 

reference frame motion until the minimum Er 

1dlJe is found. Fig. 4 shows the result of a 

,eries of trials for the convective region of 

~-'le inesoscale 

"1rl i er. The 

convective system 

resulting optimal 

discussed 

reference 

fra.,ne rnoti on matches fairly closely with the 
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motion of reflectivity cells tracked by radar 

in this case. 

5. FUTURE WORK 

Several directions are planned for continua-

tion of this work. Potential exists for 

application of this technique and microphys­

ical retrieval methods (Ziegler, 1985) to 

common data sets since the retrieved vari­

ables are largely complementary. Also, ex­

tension of this work will seek to take into 

account information in the environment of 

convective storms and to use time-dependent 

model calculations in various ways to enhance 

the quality and utility of retrieved fields. 
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THE EFFECTS OF THE EXISTENCE OF STRATIFORM CLOUD 

ON THE DEVELOPMENT OF CUMULUS CLOUD AND ITS PRECIPITATION 

Huang l1eiyuan, Bong xanchao, Xu H.uaying and Zhou Heng 

Institute of Atmospheric Physics, Academia Sinica, Beijing 

l. INTRODUC'l'ION 

lt has been note~ that t~e interaction 

of cumulus clouds may play an important 

role in the cloud development ana its 

precipitation. One type of interaccion 

or clouds is the influence of straci­

form cloud on cumulus cloud embedded in 

The observation pointea out that 

the convective clouds developing in the 

stratiform cloud have a longer life­

higher rainfall rate and larger 

rain amount tt,an isolacEd conveci::ive 

c:i.ouas, and heavy rain and gusn rain 

often exist in the mixed cloud co be 

composed of cumulus clouds and scraci-

form clouds (Hong et al., 19:37, .l?.56i. 

In this paper,we shall calculate and 

discuss the problem aDouc the influence 

of strati form cloud on 

cumulus cloud using a 

slav-symmetric model of 

by the auchor·s 

p.403). 

(Xu ec 

CALCULATION 

growtn of cae 

cwu-dimensic-n 

cumulus cloud 

al., 1983, 

2. 

2.1 THE CONSIDER IN CALCULATION 

In calculacion, we only consier liquid 

water content and without regard for 

the scream field and the microphysical 

processes in the stratiform cloud. 'I'he 

boundary conditions are taken in such a 

way that airflow velocicy, cloud wacer 

content ec al. are zero ac che boundar­

ies. The temperacure and humidty at the 

boundaries are taken as those in che 

environmeni:. The initial condition and 

initial discurbance condition are same 

as that given in author's paper with 

the addition of initial cloud water 

content of 0.2 g/m~. 

THE RESULTS 

The main parameters of cumulus cloud 

developing in the stratiform clouds 

with various thicknesses and heighcs 

are give in table l. It follows from 

tab1.e 1 that, in general, whether the 

top of the stratiform cloud is with an 

inversion layer or not, the stratiform 

clouds play a significant role in deve­

lopment of the cumulus clouds and their 

precipitation, the values of the cumu-

lus cloud are obviously larger than 

that of the isolated cumulus cloud. 

Development ot the cumulus cloud in ~he stratiform cloud 

isolated 
cumulus 
cloud 
2.1 
1. 2 
0.2 

heights and thicknesses of the sratiform clouds (kmi 
1.5 - 3.5 3.0 - 5.0 5.5 - 7.5 1.5 - 5.0 1.5 - 7.5 

2.2/1.2"' 
1.6/1.4 
l. 0/0. 4 

2.6/2.2 
1.7/1.6 
l.2/0.9 

2.1/2.l 
1.2/1.2 
0.2/0 . .2 

3.8/2.2 
l. 7/1. 6 
1.8/1.3 

4.3/4.0 
1.7/1.7 
2.1/2.0 

Table 1. 

cumulus 
parame­
ters 
w(m/s) 
qc(g/mJ) 
qr{g/m3 ) 

z(dbz) 
PA(mm/hl 
sqc(t/m) 
SR(t/m) 
Pe(%) 

29 
l. 3 
291 ,o 

42/35 
12.7/4.5 
2115/2698 
1311/824 

43/42 
13.9/10.l 
2069/2994 
1436/1176 

29/29 
1. 3/1. 4 
291/291 

70/70 
24/24 

47/44 
24.0/17.2 
3744/4327 
2841/2232 

48/48 
28.1/27.7 
523!:>/5824 
3982/3875 

24 64/31 69/39 76/52 76/67 

Noted: (1) w is updraft ipeed, qc cloud water content, qr rain water 
content, z radar reflectivi~y. PA rainfall rate, Sqc toi:al condensation 
amount, SR total rai~fall amou~t and Pe precipi~ation efficiency, in which 
w, qc, qr, z and PA are maximum values on axis of the cumulus cloud, 
respeci:ively; (2) ~ in case of exisi:ing an inversion layer. 

597 



Especially, total rainfall amount may 

increase for sereval to tens 

under.the stratiform cloud, 

times, and 

precipita-

tion efficiency of the cumulus clouds 

rises greatly from 24% to 64%-67% 

(without the inversion layer) and 31%-

67% {with the inversion layer). The 

maximum rainfall rate increase from 1.3 

mm/h to 7.0-28.1 mm/h and 4.5-22.7 

mm/h, too. 

3. THE ANALYSIS 

3 .1 ·rHE INFLUENCE ON GROWTH OF CUMULUS 

The maximum updraft speed (w) on axis 

of cumulus cloud is an important para­

meter in showing development of cumulus 

cloud. In table 1, w = 2.1 m/s for the 

isolated cumulus cloud, w increases for 

cumulus cloud developing in the strati­

form cloud in the middle level (3.0-5.0 

km) and the whole level (1.5-5.0 km; 

1.5-7.5 km), and the thicker stratiform 

cloud, the larger w. From the changes 

of w with time, it can been seen that 

the form of distribution of the updraft 

speed with time are different. The 

updraft in the isolated cumulus cloud 

increases sharply, and the maximum 

lasts for a short time; 

existing the stratiform 

but in case of 

cloud, the 

stronger updraft may remain stably for 

a longer time, and it is obvious that 

the lifetime of cumulus cloud is 

prolonged by a factor of two. The 

rainfall may increase for several to 

tens times. 

Because, the cumulus cloud embedded in 

stratiform cloud is in a saturation 

environment, the water-vapour and heat 

in the cloud or enery needing for the 

development can not be losed by effects 

of turbulence exchange and entrainment 

through the lateral boundary. There is 

no evaporation of cloud droplets to de-

598 

crease bouyancy force near 

the cumulus cloud; the 

the top 

existence 

of 

of 

stratiform cloud humidities che inflow 

air of cumulus cloud. All of these 

tactors result in increase in condensa­

tion water and release of more conden-

sation latent heat in the cloud, as a 

result, the updraft velocity and mois­

ture content in the inflow are in­

creased, which is follow by quickening 

further condensation and increasing 

cloud water and rain water content. 

The cumulus cloud develops vigorously 

to enhance rainfall amount under this 

processes of pasitive feeback. 

3.2 THE INFLUENCE ON THE STRUCTURE AND 

STREAM FIELD OF CUMULUS 

To discuss this problem, a case is 

given in Fig.l. At 4 min, che neigbcs 

noted by the maximun of stream function 

are much the same, the heights of upper 

boundary of the rise-decent circulation 

and the distribution of liqJid water 

content in the cloud are different 

under the influence of the inversion 

layer. It can be seen from Figs.lal, 

lbl and lcl that, as compared with the 

cumulus cloud developing in the strati­

form cloud, at first, the maximum of 

cloud water content in the isclated 

cumulus cloud is a little larger but at 

lower height and with smaller range, 

while existing stratiform cloud, the 

zone with a maximum water contc·nt is 

situated higher level and has extended 

co 4 km height; (see che isotimic of \-J • .3 

g/m3 ); under condition of the inversion 

layer, the water-vapour being transfer­

ed upward and followed condensation 

water are suppressed below it, as a 

result, the cloud water is accumulated 

to form a zone of h~gh water content, 

with maximum of above 0.5 g/m0 

(Fig.lcl). At 12 min, by compare 



Fig.la2 with Fig.lb~, we can see thac 

the difference between the two cumulus 

clouds 

cumulus 

is remarkable; the cop of 

cloud developing in scraciform 

cloud has reached up to level of 6 

showing vigorous vertical growth. 

km, 

cores of cloud water and rain watex 

the middle pare of content appear in 

the cumulus cloud, which values are 

much larger 

cu..rnulus cloud. 

chan chat of the isolaced 

The updraft excend to a 

layer in 5-6 km. Out ot the cloud, the 

compensacion dowmdraf:t appeared in 

middle and upper part. Moreover, the 

ci.ouci inversion layer has an effect on 

structure, coo. Because the divergence 

of updraft owing to s1.1ppression 

below the base of inversion layer, che 

streamlines 

straight, 

are horizon cal and 

the scraciform clou<i chere 

becomes gradually a cloud anvil 

isolaced At 

cumulus cloud, 

24 min, the 

in which cne downdraft 

dominates, has been in cte dissipation 

stage (Fig.laJ); 

developiug in 

but the cumulus cloud 

scratiform cloud 

(~ig.lcJj grows co reach up t.O 8 km 

level, produces rainfall with high race 

and t.ne counter-circulatiou 

chis is noc the 

in 

case 

che 

in lower level; 

condicioE 

iFig.lc.3), 

of 

the 

the inversion layer 

cop height of 

cumulus cloud is much less than chat in 

Fig.lb3, only about 5.5 km, the centre 

wich 0. 9 g/n;3 of cloud water concenc 

is limited under the inversion layer 

and the cloud anvil is intensified. But 

the rain water content here is very low 

which implicates low conversion rate of 

rain from cloud water. This example 

snows i.:hac stratiform 

powerfully development: 

cloud promotes 

of the cumulus 

cloud and increase of rainfall, and the 

inversion J_ayer has an effect on 

structure of the cumulus cloud. 
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A CASE STUDY OF A SLOW-MOVING CONVECTIVE BAND 
OBSERVED BY A DOPPLER RADAR 

Kenji Akaeda, Masahito Ishihara, Akira Tabata, Tatsuo Yokoyama 
and Hitoshi Sakakibara 

Meteorological Research Institute 
1-1 Nagamine, Tsukuba, Ibaraki, 305 JAPAN 

1. INTRODUCTION 
Midlatitude squall lines have been 

investigated mainly in the central United 
States. Smull and Houze (1985, 1987) analyzed 
a rapidly moving squall line that passed over 
central Oklahoma using Doppler radars. They 
showed the importance of a jet of maximum 
front-to-rear flow at midlevels. But there have 
been very few reports on midlatitude squall 
lines except those in the United States. A 
slow-moving convective band in a subtropical 
maritime region was observed by the X-band 
Doppler radar of MRI on 6 June 1987. The 
internal flow features of this band in a mature 
stage were similar to that of squall lines. A 
primary objective of this paper is to compare 
the structure of radar echo and characteristics 
of internal flow between the initial stage and 
the mature stage of this convective band. 

2. DATA 
The principal data used in this study were 

collected at Okinawa island (27N, 128E) in 1987 
Special Observations (Ishihara et.al., 1988). 
The Doppler radar was situated at Naha. This 
radar measured in the range of 64km with RHI 
and PPI modes. Reflectivity data within 200km 
were obtained at 5 min intervals by Yaedake 
radar which was located about 50km north­
northeast from Naha. The various surface data 
and uppeI'-air data at 6 hour intervals at Naha 
were also used. 

3, ENVIRONMENTAL CONDITIONS 
Neither cyclone nor fronts were present 

around Okinawa island. Figure 1 indicates the 
vertical distribution of equivalent potential 
temperature (Be), relative humidity and wind. A 
potentially unstable layer was present below 
3,5km level. The whole layer was moist. Wind 
direction veered with height but the wind shear 
was not so strong. 

4, EVOLUTION OF THE RADAR ECHO PATTERN 
The horizontal distribution of radar echo 

detected by the Yaedake radar is shown in Fig. 
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2. The convective system originated at about 
0530 JST as a group of isolated echoes located 
west of Okinawa island, Convective areas 
developed in a NE/SW orientation by 0600 JST. 
The orientation of the band was parallel with 
the direction of Okinawa island and its length 
was about 100km. By 0700 JST, the convective 
band had intensified but the position of the 
line remained essentially unchanged. The size 



of the strong echo incresed and moved 
southeastward after 0700 JST. 

The detailed horizontal echo structures 
obtained at 10 min intervals are shown in 
Fig.3. The band consisted of two cells between 
0600 and 0650 JST. Each cell remained almost 
stationary during this period. After 0700 JST, 
the shape of convective band changed into bow 
shape. With this change of shape, the 
convective band started moving southeastward at 
the speed of 5m/sec. The most intense part of 
the echo passed over Naha between 0710 and 0740 
JST. The gradual temperature drop, pressure 
rise and abrupt change in wind were observed at 
Naha around 0700 JST. The maximum 10 min 
rainfall was 13mm between 0710 and 0720 JST. 

60~100-df-1~ 
610& -a ::g:::~800 
64~ 730-6- a---,10,.....,___,.__,,,__,1-_ 

820 

0 50km 

Fi..9-. J I .une vcvu._a.,,ti__on of._ hou Jont.al d,w;tru.buti...on 
of._ /ladCVI. echoe.4. Cont.olVl-1 Cl/1.e a;t 5dBZ l..n,te/lval-1 
befJ-i--n.run-9- a;t 45dBZ. Black Cl/I.ea iJ?.di...ca:te.4 mo/le 
than 55dBZ. Jnt.e/l,1ec;lion ,1how,1 the po,1i.,uon of._ 
Naha. 

5. CHARACTERISTICS OF EACH STAGE 
The evolution of the system was divided 

into two stages, due to the aforementioned 
changes in the features and movements of the 
band. Stage 1 was prior to 0700 and stage 2 
after 0700 JST. 

A vertical cross section in stage 1 from 
the Naha Doppler radar is shown in Fig. 4. It 
was taken along a line normal to the 
orientation of the convective band. The main 
convective cell was identified by a core of 
high reflectivity ne"a.r -6km range in Fig. 4a. 
Anvil cloud extended on the right side of this 
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core. The cross section of Doppler velocity 
(Fig. 4b) showed a pair of positive and 
negative velocity areas. The positive area was 
tilted to the up-shear side. Since this area 
was observed near 0km range, the positive 
velocity area indicated the updraft region. 
Negative velocity area extended below the anvil 
cloud at about 0km range. Low-level divergence 
was seen at about -?km range. This divergence 
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was caused by a downdraft due to heavy 
rainfall. The positions of updraft and 
downdraft in this convective cell corresponded 
to the down-shear and up-shear side of the, 
vertical wind shear, respectively. These 
characteristics of internal flow were similar 
to that of supercell storms. In this way, 
convective scale circulation was predominant in 
stage 1. 

A typical vertical cross section in stage 
2 is shown in Fig. 5. A convective core was 
seen around 5km range in Fig. 5a. The anvil 
cloud extended to the left side of the core. 
Bright band, which is a good sign of stratiform 
precipitation, was not observed under the anvil 
cloud. There were several strong flows in the 
system (Fig. 5b). At the middle-levels, inflows 
were present both from the front and from the 
rear. The inflow from the rear was more clearly 
identified by Doppler radar. At the upper­
levels, strong outflows which exceed 20 m/sec 
were present both to the front and to the rear. 
Surface gust front which exceeds 15 m/sec was 
observed at 12km range. These characteristics 
of internal mesoscale flows are similar to that 
of tropical and midlatitude mature squall lines 
(Zipser, 1977; Newton and Newton, 1959). 

6. CONCLUDING REMARKS 
The characteristics of stage 2 were much 

different from those of stage 1. The 
differences were as follows: 1) The anvil cloud 
extended more widely and to the opposite side 
of that in stage 1. 2) Mesoscale circulation 
predominated in stage 2. The formation of gust 
front and the extension of the anvil cloud 
against the environmental flow began after the 
middle-level inflow became stronger. These 
differences between stage 1 and stage 2 imply 
the importance of the middle-level inflow to 
form the structure of the mature system. The 
convective band began to move after 0700 JST, 
as the middle-level inflow became stronger. 
Therefore, the strong inflow at the middle­
level was also important for the movement of 
the system. 

The differences between this system and 
Smull and Houze's squall line were as follows: 
1) The scale of this system was rather small. 
2) The area of stratiform precipitation was not 
seen below the anvil cloud. 3) The speed of 
this system was rather slow. 4) Middle-level 
jet of front-to-rear flow was not clear in this 
case, 
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ANALYSIS OF DIFFERENT APPROACHES TO MATHEMATICAL 

DESCRIPI'ION OF CONVECTION 

M.V. Buikov 

Ukrainian Regional Research Institute, Kiev, USSR 

In modelling of convective clouds dif­

ferent equations to describe convecti­

on are applied: I) one-dimensional La­
grangian and Eulerian equations; 

2) two-dimensional equation for up­

draft and continuity equation in cy­

lindrical coordinates neglecting pres­

sure perturbation; 3) the system of 
equations of convection. In this pa­

per new approaches for the descripti­
on of entrainment of environmental 
air into cloud for one-dimensional 
equations and the derivation of one­

dimensional equation from two-dimen­
sional ones and the last - from con­
vection equations are discussed. 
I. Stommel's formula for entrainment 

of environmental air results in incre­
asing of cloud radius with height; 
this is confirmed by laboratory expe­
riments, but is not in accordance 

with the fact that cloud jet is flo­

wed round as a rigid body. Approxima­

tely the influence of turbulent ex­
change of cloud with environment on 

liquid water content may be estimated 
by the solution of the equation of ~d-­

~y diffusion for qL(r, z). (CARSLAW, 
JAEGER, 1959). This results in the 

following formula for entrainment coe­
fficient: 

a k 

fentr= 
.. 

( I ) 

a is a nwnber. This entrainment coeffi­
cient is more sensitive to ~loud radi­

us and depends on w. It may lead to 

more fast vanishing of liquid water 
content where w ~O. 

The turbulent exchange of cloud and 

environment is valid for both Lagrang­

ian and Eulerian equations but an add­
itional not-turbulent entrainment due 
to acceleration of updraft appears in 
Eulerian description. Because entrain­

ment of dry air is equivalent to that 
of undersaturation the rate of change 
of liquid water content with height 
due to ordered entrainment is: 

Olnw 

entr 
= - --oz (2) 

2. The Lagrangian equation of motion 

may be strictly applied only to infini­

tly thin slice of cloud. The equation 

for cloud of finite thickness may be 

derived by averaging of Eulerian equa­
tion of motion over height: 

ow clw 
I 

g 8 
+ w == ( 3) 

Bt oz Te 

As a result the equation for averaged 
over height updraft is: 

-
3w g8' dH 

= - w(H, t) ( 4-) 
at T dt e 

The right hand part of this equation 

depends on mean overheating and on ne­
gative contribution due to cloud thick­
ness increase. 

3. The one-dimensional equation (3) is 
considered to be derived from two-di­
mensional equation of motion for up­

draft and continuity equation by ave­

rageing them over cloud cross-section 

(KUO, RAYMOND, 1980; 0GURA, TAKAHASHI, 
1971). But in this procedure two prob-
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lems are confused: the averageing 

over cloud cross-section and over ed­
dy pulsations. In order to separate 
these problems the solution of two­

dimensional equation of motion and 

continuity equation are expanded in 
the series of Jacobi's polynomials as 

the functions of radial coordinate 

(MORSE, FESHBACH, 1953). The transfor­
med equations are: 

w awl •frlmn Un 
wm 8wt m 

5\mn + 

at e:o R oz 
g@; 

( 5) = 
Te 

awe 00 
I 

Zolm 
.,.. __ 

u = 0 .. ( 6) oz R m=O m 

ollmn' J,lmn' film are number matrices 

and depend only on G (x). Average va-~ ~ n lues of wand u are proportional to 
w and u. For w. and u. may be adop-o O 1, J. 

ted zero initial conditions and due to 

this the solutions of homogeneous eq­
uations (5) for 1 ~I are equal to ze­
ro too. Then Eqn. (5) in the case 

EJ 
1

( x, z, t) = 8 ' ( z, t); 0 ~ = 0 when 

i ~ I for 1 = 0 turns to be usual one­

dimensional e~uation like Eqn. (3). If 

overheating B depends on r it is nece­

ssary to solve more complicated equa­

tions for w. and u. but Eqn. (3) may 
J. J. 

have wide enough applicability because 

buoyancy of cloud depends on total 

weight of air and does not depend on 

its distribution over horizontal cross 

-.section. 
4. Two-dimensional equation for up­

draft (8) in which pressure perturba­

tion is neglected may be derived from 
the set of equations of convection for 

velocity and overheating using the 

604 

above - applied expansion in the seri­
es of Jacobi's polynomials of horizon­

tal coordinate ( x = r/Rco ) • In order 
to eliminate pressure perturbation 

all functions are represented as time 

series. For every power of time (the 

second index of pressure perturbation) 

may be derived the following equation: 

dz 2 

Te dz 

I oo 

-
2 
Lriln lk = 

R i=O 

+ Fik D ( 7) 

where Oik is number matrix and B'ik 

does not directly depend on 8 ~k" 

For given i and k fixed the sef<,}can be 

solved under the boundary conditions: 

n= 0 at the ground and tropopause 
and n , can be expressed as a some 

B
,, 

functional of • Therefore the right 
hand part of the equation for updraft 
may be presented in the following way: 

an ge' 
- -- + = 

Oz Te 

So the two-dimensional equation for 

updraft may be derived from the set of 

equations of convection but with modi­

fied overheating. This modification 

may be interpreted as the influence 

of compensating downdraft around clo­
ud on temperature of environment. The 

existence of downdraft region around 
cloud. jet follows from continuity equ­

ation. After integration over the 

cross-section of convective cell at 

the boundary of which u(R , z) = 0 it 
may be obtained: 



Roo 

_'.:_ ( dr r w(r, z) = 0. 
dz j 

0 

But at the ground w = 0 and then 

( 9) 

RQJ 

~ dr r w( r, z) = 0. (IO) 
0 

This equality may be true if updraft 

is compensated by downdraft at any 
h.eight. 
5. The parametrized modification of 

environmental temperature due to com­
pensating downdraft was introduced in­
to the numerical time-dependent micro­
physical one-dimensional cloud model. 
It was shown that this modification 

may have strong influence on the for­

mation of precipitation, its amount 
and particle spectrum. It was also 
shown that there is the value of the 

dimension of convective cell at which 
amount of precipitation has a maximum. 

References 

CARSLAW H.S., JAEGER J.C. 
Conduction of heat in solids. Claren­

don Press, Oxford, 1959. 

MORSE P.M., FESHBACl{ H. Methods of 

theoretical physics. P. I, Mc-Graw 

Hill. N. Y. - L. - T. 1953. 

KUO H.L., RAYMOND W.H. A quasi - one­
dimensional cumulus cloud model and 

parametrization .of cumulus heating and 
mixing. Mon. Wea. Rev. 108 (1980), 
No. 7, p. 991-1009. 

OGURA Y., TAKAHASHI T. Numerical simu­
lation of the life cycle of a thunder­
storm cell. Mon. Wea. Rev. 99 ( 1971), 
No. I2, p. 895-911. 

List of Symbols 

g acceleration due to gravity 

x (n+ I) 

Jacobi's polynomials. 
H cloud thickness. 
k turbulent diffusivity. 

p' pressure perturbation. 

r, z radial and vertical coordinates. 
RCR)cloud (convective cell) radius . ... 
qm(qe) saturation (environmental) mi-

xing ratio. 

T (Te) temperature (environmental 

temperature). 
u, w radial and vertical components 

of air velocity. 
00 

u =Lum ( z' t) Gn ( X) ; 

m=O 

00 

w =L w 
m the series of 

m=O 
the expansion using Jacobi's polynomi­

als as eigenvalue functions. 

w (i) mean updraft averaged over 

height (cross-section). 
J0 environmental air density. 

n = P
1
/9o 

8 ( 8 ) potential temperature. 
B'= Te - T = a - e overheating. 
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ORGANIZATION OF CLOUD CONVECTION 

BY GRAVITY WAVES IN THE LOWER TROPOSPHERE 

Jerzy M. Radziwill 

Institute of Geophysics, Warsaw University 
Pasteura 7, 02-093 Warsaw, Poland 

1 . INTRODUCTION 

Convective clouds are often observed 
to develop in wave-like mesoscale 
patterns involving plane, circular, 
solitary and other forms, sometimes in 
complex interference structures visible 
on sa tel i te i mages. It seems certain, 
that such a patterns result from 
interaction of gravity waves with 
convection. The present paper is aimed 
at elucidation of some mechanisms 
possibly involved in such an 
interaction. To avoid distraction we 
shall concentrate on the plane wave 
forms. 

2. CONVECTIVE CLOUDS 

A number of mechanisms can be 
involved in organization of cloud 
convection by the gravity waves, some 
of them very complex (Clark at all. , 
1986). In the present paper we shall 
consider the following three, all of 
relatively simple nature: 

Ca) changes of the ambient 
stratification C particularly mixed 
layer depth) on the ti me and 
spatial scales larger than the 
corresponding scales of an 
individual convective cloud, 

Cb) direct triggering of 
convective clouds, 

individual 

TEMPERATURE [
0 1:] --10 • 411 -15 10 25 

7 

6 

5 

E ◄ .,, 
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C) 
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-- env~-ron,nant 
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0 0 ~ 10 iS 

Fig.1.Effect of vertical. displ.acem.ent 
of the inversion base on a 

convective c l.ov.d devel.opm.ent in terms 
of the cl.assical. parcel. approach. 
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Cc) supporting the developing clouds 
with the wave momentum and energy. 

The first mechanism Ca) may be 
expected in the case of long, 
quasihydrostatic waves. It is connected 
with the fact, that the development of 
convective clouds formed by thermals 
starting in the surface layer depends 
substantially on the mixed layer depth. 
To get a qualitative explanation of 
this phenomenon it is enough to analyse 
an adiabatic parcel on the 
thermodynamic diagram in typical fair 
weather stratification Such a 
stratification consists of the 
following four layers Ce.g. Ludlam, 
1980): C1) surface layer, C2) 
well -mixed boundary layer, C 3) stable 
transition layer (sometimes even 
inversion) and C4) conditionally 
unstable convection layer , capped by 
stable upper troposphere and/or 
stratosphere. Typically, the lifting 
condensation level lies very close to 
the inversion base. Then, even slight. 
displacement of the latter considerably 
reduces the amount of energy necessary 
to lift the thermal through the layer 
of negative buoyancy and achieve the 
free convection level CFig.1). The net 
result is that greatest clouds are 
likely to develop in regions where the 
inversion layer is most elevated. This 
means, that the mesoscale pattern of 
convection is particularly sensitive to 
the vertical displacements at levels 
close to the inversion; displacements 
at other levels, as well as changes of 
water vapour content in the boundary 
layer are much less effective in that 
respect CRadziwill, 1988). Similar 
mechanism may work in the case of 
inversions more elevated with respect 
to the LCL. It is worth noting, that 
within strong inversions even 
relatively short and fast waves are 
quasihydrostatic. 

Mechanisms Cb) and Cc) are likely to 
work in the case of short 
nonhydrostatic waves, up to few 
kilometers long. The mechanism Cb) 
involves direct displacement of air to 
the condensation and free convection 
levels in the crests of the wave. In 
the case of mechanism Cc) the wave 
supports the developing convective 



cloud with its momentum and energy 
either in reaching condensation level 
or in passing obstacles created by 
layers of' high stability Ce. g. 
inversions). Ef'f'ectiveness of' 
mechanisms Ca) and Cb) depends on the 
vertical displacement, whereas that ot' 
mechanism Cc) on the vertical 
velocity of' the wave motion. 

In view of' the above considerat.ions 
one may speculate, that waves 
f'ulf'iling the f'ollowing requirements 
might be particularly suited f'or being 
ref'lected in the convection pat.terns: 

C1) The amplitude Cof' vertical velocity 
or displacement) is suf'f'iciently 
large in the vicinity of' layers 
CLCL, inversions) important f'rom 
the point of' view of' cloud 
dynamics. 

C2) The horizontal wavelength and the 
intrinsic period at the cloud base 
are larger or at least comparable 
to the spatial and time scales of' 
an individual convective cloud. 
(Otherwise the convection may have 
no time to react to the wave 
action). 

(3) The wave makes the best use of' the 
f' i ni le energy supplied by the 
generating mechanism. Namely, the 
wave should have the maximum 
amplitude Cor vertical displacement 
or velocity) close to the 
appropriate layer, and be 
evanescent elsewhere. 

We show in the next section, that 
waves with such a properties are likely 
to occur in many convective situations, 
at least f'or certain directions of' 
propagation. 

3.GRAVITY WAVES 

Let us considere the vertical 
distribution of' amplitude of' the 
vertical displacement in a gravi t.y wave 
propagating in a horizontally 
homogeneous atmosphere. It can be 
calculated from the simplif'ied equation 
(adopted from Haman, 1962, with some 
modif'ications) 

~ ¢" - 2 

where: 

u' ~ ¢'+ c-u [ 
2 l N _ k2 ¢, 

Cc-u) 2 
0 (1) 

is the 

amplitude of' vertical displacement p -
0 

density, 

velocity u 

constant, C phase 

wind velocity in the 

direction of' the wave vector, N 
Brtint-Vaisala f'requency, k - horizontal 
wavenumber, z - height, and prime C') -
denotes the dif'f'erentiation with 
respect to height. 

The solution of' equation C1) can be 
evanescent provided that t.he expression 

[ 
N

2 

2 
- k 2

] Cref'ered thereaf'ter as a 
Cc-u) 

term [AJ) is negative above a certain 
level Cor at least suf'f'iciently small). 
On the other hand, the solution may 
have a positive maximum Cor negative 
mini mum) only in the region where [ AJ 
is positive. Since N sharply increases 
in inversions and stable layers, [A] is 
likely to become positive there and 
thus such a layers are likely to be 
connected with maxima of' the amplitude. 

We should notice, that such a 
f'avourable distribution or the sign of' 
[ A] C positive close to the i nver si on 
and negative elsewhere) consistent with 
requirements C2) and (3) of' previous 
section may be possible only f'or 
certain soundings and certain 
directions of' the horizontal wave 
vector. For other soundings and in 
other directions the wavelengths and 
f'requencies of' waves with desired 
vertical structure may be unsuitable 
f'or interaction with convection. 

A special computional procedure has 
been developed, solving the equation 
C1) and automatically sweeping the 
Ck, c) space in search f'or solutions 
f'ulf'illing boundary conditions¢= 0 at 
z=O and z= 00 . Applying this procedure 
to real situations f'acilitates 
understanding which mechanisms were 
actually involved in shaping the 
convection pattern. Example of' such an 
application is given in the next 
section. 

4.WAVES AND CLOUDS 

On the sateli te image in Fig. 2 a 
wave structure in cloudiness over the 
central Poland is visible. The cloud 
cover is 4/8 to 6/8, Cu med to Cu cong, 
according to the routine surf'ace 
observations. The vertical sounding 
CFig.3a) is f'or Poznan, 12.00 GMT, 
about 100 km west f'rom the lef't edge of' 
the presented image. The wavelength is 
about 6 km. Lines of' constanlcfhase are 
aligned approximately at 80 to the 
north. The wave period estimated f'rom 
the heliographic records is about 5 min 
(though this estimate is not very 
certain). This gives the ground related 
phase velocity about 20 m/s. 
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The height distributions o:f the 

~ normalized vertical displacement C¢) 
and t.he energy density :for evanescent 
waves of· the observed length (6 km) f'or 
both possible directions of' propagation 

Cl 70° and 350°) are given in Figs 3c 

and 3d. The phase velocity i'or 1 70° is 

2. 9 m/s. The phase velocity f·or 350° is 
20. 9 m/s in a good agreement with the 
observed value C20 m/s). This suggests, 

that direction 350° is the actual one. 

In view o:f the :fact that the 
amplitude and energy distributions for 
the actual wave C350°) are relatively 

TE'l'IPERATURE 

di:f:fused when compared with other 
virtual directions of' propagation 
Ce. g. 1 70°), it looks that mechanisms 
Cb) at the cloud base and mechanism Ca) 
at the inversion level might be 
responsible f'or the observed wave 
pattern. Unf'ortunately the precise 
inf'ormations on the actual cloud base 
height which might help in answering 
some important questions in that 
respect are unavailable. 

The above example can not be 
regarded as a :full case study, since 
the available data are insu:f:ficient. 
Nevertheless, it encourages to continue 
this research :for other, better 
documented cases. 
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DRAG EFFECTS IN CONVECTIVE DRAFTS 

Krzysztof E. Haman and Szymon P. Malinowski 

Institute of Geophysics, University of Warsaw 

1. INTRODUCTION 

In spite of the rapid development of 

three-dimensional numerical models for 

cumulus convection, the description of 

cumulus properties in terms of parcels, 

1-D jets and thermals can still make an 

important contribution for understan­

ding the basic physics of these clouds. 

With their simple structure, often 

allowing analytical treatment, 1-D 

models form an irreplaceable aid in 

conceptual work and help to provide the 

basis for more sophisticated modelling. 

Due to low computer requirements. they 

may also be useful as operational tools 

in synpotic practice. The present paper 

is aimed at elucidation of some 

problems appearing with the use od 1-D 

models. 

2. REMARKS ON PARAMETERIZATION OF 

NONBUOYANT FORCES 

The two most common versions of 1-D 

model for vertical convection in a 

steady environment are the self-similar 

entraining spherical thermal and the 

stationary entraining jet with axial 

symmetry. If only buoyancy force is 

allowed, both are governed formally by 

the same vertical momentum equation: 

(1) 
dw 2 

wdz = B(z) - µ(z)w 

where: z is the vertical coordinate, B 

the average buoyancy per unit mass, w 

the average vertical velocity, and µ 

the entrainment coefficient defined as 
1 dM 

µ(z)= M dz' where M denotes the total 

mass of the thermal or vertical mass 

flux in the jet. The usual 

parameterization of entrainment is 
Ol 

µ(z)=R(z) where R(z) is the radius of a 

spherical thermal or of the horizontal 

cross-section of a jet and ot is a 

dimensionless empirical constant. 

Suggested values for this constant are 

rather scattered, but 0.2 for jets and 

0.6 for thermals are often accepted. 

It has become clear. even from the 

earliest attempts at applying such 

models to real clouds, that nonbuoyant 

forces and particularly the vertical 

component 

gradient, 

of 

may 

anelastic pressure 

often be comparable to 

the buoyancy. These additional forces 

wi 11 affect the profiles of vertical 

velocity and should be accounted for, 

what creates some problems. different 

for jets and thermals. The remainder of 

the paper wi 11 be restricted to the 

latter. Some modellers (e.g. Simpson 

and Wiggert, 1969) have attempted to 

treat thermals like rigid bodies and to 

parametrize anelastic pressure effects 

by means of a virtual mass coefficient 

e and an aerodynamic drag coefficient 

Cd. Assuming axisymmetrical flow around 

the thermal and disregarding density 

differences except in the buoyancy 

terms, equation (1) becomes then: 

( 2) dw B (Ol 3Cd) 2 w-=--- R + 8 R w dz l+e 

Note that both aerodynamic drag and 

dilution of the vertical momentum by 

entrainment result in terms 

proportional to 1 
JR" 

When dealing with clouds the analogy 

with aerodynamics of a rigid body, 
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particularly the numerical values of 

coefficients, must be applied with 

caution. There are significant physical 

differences between a rigid spheres and 

deformable, spheroidal masses of fluid 

ill-determined boundaries. with 

Further, even in symmetrical flow, 

internal circulation (e.g. in the form 

of a spherical vortex) and turbulence 

may be generated, modifying the virtual 

mass coefficient, while the flow 

structure responsible for the value of 

may be strongly affected by 

entrainment. Imagine, for instance, a 

situation in which the entraining 

sphere "sweeps off" air in its path 

with 100% efficiency. The constant Cl 

for such a situation can be found 

easily as 0.75, (i.e. fairly close to 

the empirical value 0.6), and the flow 

around such a thermal would be nearly 

undeformed except for the wake effects. 

Cd for such a flow can be expected to 

be considerably smaller than in the 

case of the rigid sphere. There are 

some suggestions that for certain bulk 

motions 

sweeping'' 

in clouds 

sphere may 

a "frontally 

be a more 

appropriate model than the rigid one. 

3. EFFECT OF WAVE DRAG 

For the purposes of this section we 

accept the rigid body aerodynamic drag 

as a first approximation to nonbuoyant 

forces for certain forms of penetrative 

convection. We now consider drag due to 

generation of internal gravity wave by 

a rising convective element, the 

so-cal led wave drag. The wave drag on 

vertical 1 y moving bodies in the range 

of Froude numbers characteristic of 

cumulus clouds has attracted little 

attention ti 11 now. Warren (1959) 

computed (with strong simplifications 

characteristic for linear theory) wave 

drag for some axially symmetric shapes. 

Formulas given by Warren confirm a 
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simple heuristic consideration based on 

similarity arguments that the drag 

force Fd in the presence of stable 

stratification should take the form: 

where p is the fluid the 

Vaisala-Brunt frequency and Cw the wave 

drag coefficient which should be a 

function of the 
w *) 

/NR (Fig.1). 

Cw 
0.8 

0.6 

0.4 

0.2 

I ' I . ,,. 
I / \ 

s 

Froude number 

cylinder 
L, 

10 1/Fr 
Fig. 1. Cw as a ft1.nc t ion of Fr-1 = NR/w 
Cadapted from Warren, 1959> 

Estimates made by Warren for 

atmospheric thermals brought him to the 

conclusion that in typical situations 

the wave drag is a negligible fraction 

of the buoyancy force. In contrast, the 

following examples show when and where 

it may become important. 

4. WAVE DRAG EFFECTS IN BUOYANT PLUMES 

The authors have been involved in 

numerical and observational investiga­

tions of a one-dimensional model of 

cooling tower and stack plumes ALINA 

(Haman and Malinowski 1987). 

vertical momentum equation for 

The 

a 

bent-over plume is in fact very similar 

to the equation for the elliptical 

two-dimensional thermal with slab 

symmetry and resembles equation 2. 

First comparisons of the model outputs 

with observations have shown that if 

~-s;~-- the case of non.spherical., 
vert ica/.1.y oriented objects with axial. 
symmetry the vertical. "1.ength" of the 
ob jec t in.stead of R shot1. l. d be t1.sed in 
definition of Fr CWarren, 1959>. 



wave drag is disregarded Cd between 2 

and 5 must be assumed in order to get 

reasonabe agreement. This is a very big 

value when compared with typical values 

for rigid bodies (about 0.5 for a 

sphere and 1.1 for a plate).It is not 

easy to to estimate 1 ike 1 y va 1 ues for 

the wave drag correction, since we lack 

reliable values of C , but the Warren 
w 

results (Fig .1) suggest the range 

0.1-0.8. With w-lm/s, plume half-width 

R-500m and N-10-2 s - 1 the term efR2 w-2 C 

in equation (3) may fall in the range 

2.5-20, that is become great enough to 

explain the observed value of the drag. 

The hypothesis on wave origin for a 

considerable part of the drag 

experienced by the plume has been 

additionally confirmed by the fact, 

that the scatter of observed versus 

computed values of the plume parameters 

can be visibly reduced by assuming some 

dependence of the drag on N as a crude 

simulation of this effect (Fig.2). 

mod. 
1200 (m) 

1{lX) 

600 

• 
0 

0 

" 

~-_.__----L_...:.oo.:..:o:.........._.co=oo:.....a..._.i::.120=0(wl OuS. 

Fig. 2. Observed versus com.puted pl.um.e 
el.evations. Em.pty figures- com.putations 
with Cd=3 .1 for al.1. stratifications. 
Dark fieures - computations with Cd=l 5 

-3 -1 · 
f~r _

3
N~

1
5*10 ~

2 
_

1 
Cdots>. Cd=3 .1 for 

5 10 s <N< 10 s Csquares> and 
Cd=4. 7 for N>10-2 s-1

Ctriangl.es>. This 
resul.t is a by-product of purel.y 
empirical. tuning of the model.. 
Systematic attem.pts at introducing the 
wave drag into the model. are going on. 

5.WAVE DRAG IN DEVELOPING CUMULUS CLOUD 

A modified form of equation (3) taking 

account of wave drag 

( 4) 

effect becomes: 

+ 3Cd + 3N
2

RC"') 
BR Bw2 

At the moment a developing cumulus 

cloud crosses its condensation level 

and next its free convection level, its 

buoyancy is usually low. Thus 

entrainment and drag terms may become 

dominant in the right hand side of the 

equation (4) . These terms (in 

parenthesis in Eq.4) have minimum with 

respect to R for: 

(5) R . = [(a.+ ~ C) 8w2 ]1,,,2 
m1-n 8 d 3N2C 

"' 
Thus R . may determine a scale for the 

m1-n 

"fastest growing mode" of a developing 

cumulus cloud. For typical values of 

N-10-2 s-1
, w-lm/s, Cd and Cw of order 

10-1 -10°, R . is a few hundred meters, 
m1-n 

and this seems to be in good agreement 

with observation. Thus some forms of 

cumulus convection gravity wave 

interaction, the importance of which 

has recently been pointed out by Clark 

et a 1 . ( 1986) and Kuettner et. al. 

(1987), can in be found also in simple 

1-D models. 
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MOISTURE CONVERGENCE AS A SOURCE OF EXPLOSIVE GROWTH 
IN MODELED CUMULUS CLOUDS 

J. H. Helsdon, Jr., H. D. Orville, 
R. D. Farley, and F. J. Kopp 

Institute of Atmospheric Sciences 
South Dakota School of Mines and Technology 

Rapid City, South Dakota 57701-3995 

1. INTRODUCTION 

When we first ran our Storm Electrification 

Model (SEM) to simulate the 19 July 1981 CCOPE 

cloud, one of the most interesting features of 

the simulation was that the model results dup­

licated the observed explosive growth phase of 

the cloud (see DYE et al., 1986 and HELSDON 
and FARLEY, 1987). Since the prime focus of 

our study was the evaluation of the electrifi­

cation of this cloud using our model, the 

analysis of the nature of the explosive growth 

in the model results was less detailed than it 

should have been. Since this growth phase 

occurred in conjunction with the appearance of 

cloud ice in the upper portion of the cloud, 

we assumed that the release of iatent heat of 

fusion was the energy source for the growth 

and made a statement to that effect in the 

manuscript submitted for publication. Some 

astute reviewer took us to task for drav,i ng 

this conclusion and forced us to take a closer 

look at what was going on. This paper is the 

result of that investigation. 

2. OVERVIEW 
Figure 1 shows the 1400 MDT, Miles City 

sounding for 19 July 1981. Lifting of the 

10 g/kg air near the surface yields a cloud 

base near 720 mb (~2.1 km AGL). Following the 

pseudoadiabat from cloud base shows a moderate 

positive area to the tropopause. The 7.5 g/kg 

mixing ratio line has also been drawn for 

later discussion. The two sets of temperature 

lines below 800 mb show how the lowest layers 

of the sounding were made adiabatic for model 

input in order to promote convection early in 

the simulation. 

Figure 2 shows the cloud top height and the 
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value of the maximum updraft speed as func­

tions of time during the simulation. The 

explosive growth phase is evident as the cloud 

top goes from 7.2 km to 11.6 km MSL during a 

14 min period from 42 to 56 min simulation 

time. During the previous 15 min, the cloud 

top increased in height by only 1.2 km. The 

faithfulness of the simulation to the observed 

growth can be seen by comparing Fig. 2 with 



Fig. 3 from DYE et al. (1986) which documents 

the observed explosive growth occurring over a 

15 min period. Also of note is the pulsating 

nature of the updraft in the simulation which 
can be seen in Fig. 2. 

A simple procedure to test whether or not the 

initiation of the ice phase was responsible 

for the explosive growth was to turn off all 

of the ice processes in the model and rerun 

the simulation with only liquid processes 

active. This test was carried out and the 
results are reported below. 

3. RESULTS 
When the model was run in an all liquid 

configuration, the explosive growth was 

again observed to occur in identically the 

same manner as the simulation with the ice 

processes active. This indicated that the 

impetus for the explosive growth had to 

come from the relase of latent heat of 

condensation or possibly some computational 

artifact of the model itself (apparently a 

mechanism favored by the reviewer who called 
the problem to our attention in the first 

place). We chose to look for a physical 

mechanism first. 

An additional release of latent heat implied 

an additional source of moisture to the cloud 

which had been growing rather unspectacularly 

prior to 42 min. However, since the cloud 

base height did not change with time during 
the simulation, there was no reason to believe 

that some new source of low level moisture was 

being tapped as the simulation proceeded. It 

would seem that the same moisture sources had 

to be tapped, but with a greater volume than 

during the initial cloud growth. Examination 

of the water vapor field and velocity fields 
supported this assumption. 

Figure 3 is a time sequence of plots of the 

contours of water vaporing/kg. The base of 

the cloud is marked with a horizontal line. 

At 27 min, we see that the cloud has formed 

Fig. 3: Water vapor m1x1ng ratio in g/kg 
contour interval 2.5 g/kg (divide labels by 
10). Simulation time in upper left of each 
panel. 

from a narrow plume of moist air of mixing 

ratio of ~10 g/kg. By 30 min, this plume has 

broken away from the cloud and the main air 

sustaining the cloud growth has a mixing ratio 

of ~7.5 g/kg. Referring to Fig. 1, we see 

that air with a mixing ratio of 7.5 g/kg 

condenses near 670 mb and follows a pseudo­

adiabat which generates little thermal excess 

over the environment. Thus, the cloud has 

little energy to support further growth. 

To the right of the initial 10 g/kg plume, 

there is a second "bubble" of 10 g/kg moist 

air that begins to rise and reaches cloud base 

by 33 min. As this moisture starts to 

condense and release its latent heat, an 

updraft begins to organize and can be seen as 

the updraft pulse that begins at 33 min in 

Fig. 2. That plume narrows and the updraft 

weakens by 42 min; however, the widespread 

lifting associated with this broader plume has 

lifted a larger volume of 10 g/kg air toward 

cloud base. By 45 min, this air has become 

active in releasing latent heat and the final 

and strongest updraft impulse is initiated 

pushing the cloud to its final height. 

The cause of the organization of this plume 

of 10 g/kg air is a region of low level 

convergence which is depicted in Fig. 4, a 

time series of the horizontal velocity field. 
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Fig. 4: Horizontal velocity. Solid lines­
motion to right, dashes lines-motion to left. 
Contour interval 2.5 m/sec. Time in upper 
left corner of each panel. 

At 27 min, there is a small region of flow to 

the right directly under the cloud with a 

speed >2.5 m/sec. This is embedded in a 

general fl ow from right to left, below 1.5 km, 

with a maximum 4 km to the right. As time 

passes, the two maxima approach each other. 

By 39 min, the two maxima are within 3 km of 

each other and represent an approximate con-
-3 vergence of 3 x 10 /sec. By 42 min, the two 

maxima are 2.5 km apart and the surface con­
vergence is 4.2 x 10-3/sec. The convergence 

zone is located directly beneath the moisture 

plume and creates a broad region of updraft 

with speeds up to 5 m/sec. 

4. CONCLUSIONS 
The model simulation of the 19 July CCOPE case 

reproduced an explosive growth phase that was 
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observed to occur. Examination of the results 

from the simulation show that the cause of this 

explosive growth is an organized lifting of 

a near-surface moisture layer by a convergence 

zone in the horizontal velocity field which 

forms downwind from the cloud and intensifies 

with time. The updraft which results from the 

convergence and lifts the moist air is inten­

sified by the latent heat released when the 

moisture reaches its condensation level. 

Whether or not this process was responsible 

for the explosive growth that actually 

occurred on that day is unknown because the 

cloud did not form over the CCOPE mesonetwork. 

ACKNOWLEDGMENTS 
Our thanks to Joie Robinson and Carol Vande 

Bossche for their able assistance in preparing 

this paper. This work was supported by the 

National Science Foundation under Grant Nos. 

ATM-8313484 and ATM-8611614. The computer 

time was provided by the National Center for 

Atmospheric Research which is sponsored by the 

National Science Foundation. 

REFERENCES 
DYE, J.E.; JONES, J. J.; WINN, W. P.; CERNI, 
T. A.; GARDNIER, B.; LAMB, D.; PITTER, R. L.; 
HALLET, J.; SAUNDERS, C. P. R.: Early 
electrification and precipitation development 
in a small, isolated Montana cumulonimbus. 
J. Geophys. Res., 91 (1986) 1231-1247. 

HELSDON, J. H.; FARLEY, R. D.: A numerical 
modeling study of a Montana thunderstorm: 
1. Model results versus observations involving 
nonelectric aspects. J. Geophys. Res., 92 
(1987) 5645-5659. 



-HE EFFECTS OF COLD WATER SURFACE ON WARM CUMULUS CLOUDS 

-- NUMERICAL EXPERIMENT 

Kong Fanyou Huang Meiyuan Xu Huaying 

Institute of Atmospheric Physics, Academia Sinica 

Peopie's Repubi ic of China 

1. MODEL 

1.1 BASIC MODEL,INITIAL AND BOUNDARY 

CONDITIONS 

The basic equations of the 2-D, 

cloud 

slab­

model symmetric numerical warm 

used in this study are similar to those 

derived by Xu Huaying et al.(1986). The 

integration domain has been enlarged 

and horizontal ambient wind has been 

introduced. To calculate microphysical 

process variables, the parameterization 

schemes suggested by Kessler(1969) and 

Berry(1968) are used. A constant eddy 

mixing cotficient,K, is assumed for al I 

tie Id variables. A finite wide cold 

water surface is embedded into i ower 

boundary and both water and I and sur-

face temperatures are assumed constant 

over integrating period. 

1.2 PROCESSING OF WATER SURFACE 

Assuming that the integration domain Is 

perpendicular to the coast I ines of the 

finite wide water, because of heat con­

duct and turbulence,there is a modified 

layer just above the cold water surface 

.To maintain the form of basic equation 

, a new technique ca I I ed 'transferring 

scheme' is used at initial time, which 

doesn't change the hor i zonta I I y uni torm 

character of the basic state tempera-

ture T. With the technique the horizon-

tal temperature difference between the 

air within the modi tied I ayer at each 

grid and that on the I and is defined as 

the in it i a I va I ue of perturbed tempera­

ture T' at the same grid. This is equi­

va I ent to decomposing T' =T,' +Ti.', here T/ 

is the convective perturbation field of 

t e mp e r a t u r e , T/ i s i n i t i a I I y o v e r I a p p e d 

negative temperature.It is obvious that 

T~' remains 

layer. 

zero outside the 

1.3 NUMERICAL TECHNIQUES 

modified 

The height of the integration domain Is 

12 km and the w i d th i s 39 km w i th the 

space increment Ax=l km, Az=0.5 km and 

ti me increment Llt=10 sec. The 

co Id water surface is I ocated 

in it i a I cloud with of the 

distance from the initial 

width of it. 

mode I i ng 

downwind 

changable 

cloud and 

The staggered grid arrangement is used 

time for al I variables with a forward 

difference and central space difference 

on non-advective terms. The 

space differencing term is 

advective 

calculated 

by a mixture scheme. 

The temperature is assumed 30 °C at I and 

surface and 20°C at water surface. The 

initial relative humidity of 90% is im-

posed within the modified layer which 

has an initial depth of 1 km. In order 

to keep the simulated clouds within the 

domain, the entire grid is translated 

downwind systemat i ca I I y 

city of ambient wind. 

with the velo-

2. RESULTS 

2.1 TIME EVOLUTION FEATURES 

The evolutions of the affected 

clouds depend largely upon the 

cumulus 

water 

surface. Fig.1 shows a set of Wm/1% -time 

curves, each representing a numerical 

run with a distance of 5 km but differ­

ent water width.It is easy to find that 

the wider the water surface is, the 
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steeper the increasin9 part of the cur­

ves, the 9reater the first peek values, 

and in the same, the more rapid the de­

e Ii n i n9 process. This tact su99ests that 

9reat water surface forms stron9 local 

circulation and, on the other hand, has 

stron9 restrictin9 effect on the clouds. 
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(a),Skm(b),7km(c), and lDkm(d) 
wide water surface cases with 
ambient wind U=lO m/sec. lni­
t i a I convection is 5km away 
from the water. Dash I i ne is 
the contrast case unaffected. 

Fi9.2 displays another set of WmQ.Jt -time 

curves with constant width but differ-

ent di stances. It shows that the I ar9er 

the distance from cloud 9eneratin9 por­

sition to water surface, the weaker the 

effects water surface exerts on the ----------------If/ 
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Fi9.2 w,_.,. -time curves of nu­
merical runs with different 
distances of 5km(a),7km(b), 10 
km(c),and 13km(d) from initial 
convection porsitions to water 
surface of 5km wide.U=lDm/sec. 

clouds. It also shows indirectly that 

the effects of water surface 

movin9 cumulus clouds is less 

weak ones. 

Some 9eneral characters of the 

in9 cumulus clouds can also 

on strong 

than on 

affect­

be seen 

from these two fi9ures. It is much more 

evident that the clouds have a 

sta9e evolution Pattern= In the 

three­

first 

stage, the c I ouds strengthen fast unt i I 

movin9 to water surface.So,their values 

of Wmu are over the contrary;si At the 

be9inin9 of the second sta9e, the rates 

of enhancin9 slow down and then 

to reduce ti 11 sometime after 

begin 

leaving 

the water surface. Durin9 this period, 

W"'""' tend to be smaller than that In 

contrast case. Later, there are differ­

ent ways amon9 the cases=For some cases 

(Fi9.ld, Fi9.2d), the updraft vanishes 

after leaving the water. For other ones 

(Fig.lb & le, Fi9.2a & 26), 

their Wm..x decrease 

again. 

first, 

however, 

then go UP 

In spite of the lar9e difference of 

these cases appeared in the I ast stage, 

their evolution features are quite si-

mi lar while the clouds are near or over 

the water surface.But it can be further 

found that the rates of W~u;s early en-

hancin9 and later reducing for 

ent cases are quite different. 

differ­

For ex-

ample, in Fig.l I ine d (with wide water 

surface) has greater enhancing rate and 

dee I in i n9 rate than I i ne b narrow 

water surface). 

2.2 RE-ENHANCING CONDITION 

above, some moving-out-As mentioned 

water clouds 

second peek 

intensify a9ain, showing a 

tween 

water 

from 

feature. The relation be-

re-enhancin9 and two factors, the 

surface width and the distance 

initial clouds, are studied, with 

specified other factors. Many cases 



were run by changing the factors. The 

results are plotted in Fig.3,classified 

accord·i ng to whether or not the re-

enhancing process appears. The horizon­

tal coordinate axis represents the time 

called 'negative affecting time',within 

which the 

-0 
V 
V\ ....... 

mode Ii n9 c I ouds move across 

)( 
a, 

" 
X 

l( 

() 

the cold water surface. The vertical 

coordinate axis represents another time 

ca I I ed 

time 

'positive affect in~ time', the 

spent In travel I ing the clouds 

from their generating porsitions to the 

water surface.It is easy to see that an 

obvious demarcation i ine 
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Fig.3 The statistical relations of the appearance ot re-enhancing 
process with water width (~i) and distance tram initial convection 
porsitions ('t1 ). (a) U=5 m/sec, (b) U=10 m/sec. 

O --- re-enhancing case K --- without re-enhancing case 

between re-enhancing cases and without 

re-enhancing cases, and the I i nes cor-

responding to two different ambient 

wind speeds are largely coincident. 

Two features are shown in Fig.3: 

1) The wider the water surface,the less 

chance for re-enhancing. As the width 

reaches a certain value (t.>900 sec tor 

these cases),al I moving-out-water cumu­

lus clouds dissipate. This feature fur-

ther shows that with increasing ot the 

water width,the increasing rate of pro­

moting effect (dynamic mechanism) the 

surface exerts on the clouds is water 

always slower than that of restricting 

effect (both dynamic and thermodynamic 

mechanism). 

2)1t the generating place of the clouds 

are too near or too far from water sur­

face, it is rare for them to re-enhance 

There is an optimum distance range 

around L1=bOO sec tor the runs). The 

farther deviates from this range, the 

smaller the critical width of appear-

ance of re-enhancing is. When t,<200 sec 

or L,>1000 sec,no re-enhancing appears. 

This is because the cold water surface 

has strong restricting effect on either 

newborn or tu I I y deve I oping mature 

mulus clouds. 

cu-
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COMPREHENSIVE RESEARCH OF CONVECTIVE CLOUD DYNAIW:CS 
FROI.I THE DATA OF AIRCRAFT AND NUTuIERICAL EXJ?ERHIENTS 

DovGaljuk J.A.,Dracbova V.P.,Egorov A.D.,Sinkevich A.A.,Stankova E.N., 
Stopanenko V.D. 

Main Geophistcal 

1. IHTRODUCTIOH 

Observatory,Leningrad,USSA 

l._ kVl/.m rm3Em ,5 [!J t!.ll!I/ A 7, 't AH)rn 
I 5 

To estimate the seeding effect it is 
nesessary to carry out comprehensive 
nwnerical and aircraft experiments and 

subsequent joint analysis of obtained 
data. An example of such combined app­
roach is described in this study. 

2. THE RESULTS OF AIRCRAFT EXJ?ERI­
NlENTS 

In April,84 ,dynamics of 3 convective 
clouds was studied from aboard the 
IL-14 aircraft laboratory.Two clouds 
(Cb calv,Cu cong 1) were seeded.The 
third cloud (Cu cong 2) vas chosen for 
reference a.nd,therefore,left intact 
(V.G.BA.RANOV 1986,p.114).The operati­
ve flight leg was 100 km off the Cri­
mean coast.The ':-1i:~craft crossed the 

0 

clouds at J,6 km altitude (T=-11 C) 

stayihg at tbe level where the reagent 
was introducted.LTI-11 compound was 
used as an ice-forming reagent.Mea­
surement data are presented in Fig.1· 
Experimental data analysis was perfor­
med comparing the "reference" cloud 
parameters and those of seedr:id cloud. 
It was found that int:ror1L1ction of rea­
gent leads to appea.ra.~ce of intense 
down®af'ts in the cloud,followed by 
subsidence of' their tops and a consi­
derably more rapid destruction of clo­
uds.Cloud tops crystallize earlier and 
intensly as compared to "reference" 
cloud.Electric field tension increased 
considerably faster after introduction 
of the reagent.In the 11reference"cloud 
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Fig.1 Aircraft measurement data 
• -water content {J-, o -overheating,1!, 
ti. -updraft and downdraft velocity V, 
£-thickness /lH *-electric field ten-

sion£ 
the electric field tension started to 
increas later and built up slower. 
Seeded clouds produced radar echos ear­
lier than "reference "one and these 
echos existerl longer than under unper­
turbed condi tiomi.No significant chan­
ges in water content in either seede<l. 



or "reference" clou.ds could be reveled. neral similarity of their values and 
temporal evolution mode. 

J. RESULTS OF NUMERICAL EXPERIMENTS 

A non-stationary one-and-a-half-dimen­
sional model with parameterized mic­
rophisics was run in the course of 
numerical experiments.Raw:insonde da­
ta from a location closest to the 
area of aircraft soundings were used 
as initial data for calculations. 
Clouds were developed by the model 

both in"na.tura.l"and "seeded" cycles 
and these results were further ana­

lyzed.Calculations showed that natu­
ral evolution of the model cloud had 
strongly pronounced stages of growth 
and stabilization.Cloud top reached 
4,6 km at the 45-th minute,after 
which it stabiliz.ed.Downdrafts in the 
cloud were practically absent.:Freci­
pitation didn't reach the Earth sur­
face.Seeding of the model cloud cau­
sed a sharp but short uplift of the 
top and an increase of updraft velo­
city.Downdrafts appeared in the clo­
ud 10 minutes later,and it started 
to precipitate. 

4. JOIH'f AHAL.Y!:SBS OF fflllimlilOAL MD 
AIRCRAFT EXPERIMENTS 

The comparison of the "natural II mo­
del cloud with cloud Cu Cong 2 from 
the aircraft experiment,chosen for 

"reference" ,revealed similar features 
in their development.Both clouds re­
mained stationary for a long time, 
they lacked downdrafts,and precipita­
tion from both aircraft and nwnerical 
experiments didn't reach the Earth 
surface.In both cases seeding stimu­
lated rapid cloud destruction and 

precipitation.Comparison of calcula­
ted and measured cloud parameters at 
flight level (Fig.2) demonstrated ge-
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Fig.2: Comparison of natural ru1d 
calculated cloud parameters 
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A STUDY ON NUMERICAL SIMULATION OF CLOUD MERGERS AND INTERACTIONS 

Huang Meiyuan Xu Huaying and Ji Wusheng 

Institute of Atmospheric physics,Academia Sinica, 
Beijing, People's Republic of China 

I. INTRODUCTION 
In the process of evolution of cumulus 
cloud system the cloud development and 
rainfall genesis are effectually 
influenced by the interaction and 
merger of two neighboring clouds, IL 
has been clearly found from direct 
observationsr 1 - 3 1 that cloud merged 
shortly after it accreted rapidly. In 
general, the merged cloud develops 
more vigorously than the unmerged, and 
this can result in the appearance of 
heavy rain and hailfall. 

Orville et al.l 4 l and Turpeinenl 3 1 

simulated the process of cloud merger, 
but they showed different results in 
the conditions of cloud merger. Here, 
we used a two-dimensional time­
dependent and warm cumulus cloud model 
studying the mechanism, conditions and 
process of cloud mergers and 
interactions. The computational domain 
is 30km in horizontal width and 12km 
in vertical height. Mesh size is 600m. 

A typical, conditional, unstable 
stratification was obtained as initial 
vertical distribution of temperature 
and humidity. 

The dimensions of disturbance domain 
in initiation are assumed from 1.2 to 
2.4km deep,4.8km wide, in which 
relative humidity is 100% and 
disturbance temperatures are from 1 to 
3°C. In sumulation of evolution of 
two clouds we quoted symbol D(L) L(T) 
R{T),Where T in L(T) and in R(T) 
denotes the disturbance temperature of 
left and right edge of domain respec­
tively, and L in D(L) denotes the 
edge-to-edge spacing of two distur­
bance sources. 

II. RESULTS OF NUMERICAL EXPERIMENT 

Now, we present some simulations of 
the merging processes and interactions 
of two clouds with different distances 
and intensities. 

1. The Case of Two Clouds With Nearly 
Equal Intensity and at Close 
Distance 
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Fig.l. The map of the evolution of 
two clouds in case D{l.8)L(2.l)R{1.9). 

Fig.1 is the case of D(1.8)L(2.l) 
R(l.9), it can be seen that before 15 
min the two clouds developed indivi­
dually, at 20 min {Fig.la) the lower 
layer of the right cloud stretches to 
the left. At 23 min the right cloud 
stretches farther and the lower layer 
of the left cloud begins to stretch as 
well. At 25 min (Fig.lb) the lower 
layers of the two clouds link together 
completely. At 30 min the two clouds 
merge basically and are invaded by an 
updraft between them. At 40 min 
(Fig.le) the two clouds complete a 
merger and become an updraft core. 
The maximum updraft velocity is 
increased violently. 
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The results of cloud merger processes 
obtained according to the numerical 
simulation are in good agreement with 
the observations made by Simpson et 
al.l 1 1 They pointed out that cloud 
merger was initiated in the lower 
parts of the clouds linked up each 
other as a form of "bridge". 

2. The Case of Two Clouds With Equal 
Intensity and at Far Distance 

In case D(4.8) L(2.1) D(l.9) though 
the merging tendency of two clouds can 
be found, they do not merge each 
other. So, the two clouds disappear 
almost at the same time. 

3. The Case of Two Neighboring Clouds 
With Competely Unequal Intensity 

In case D(4.8) L(J) R(l) develop 
identically and independently at the 
first 5 min, Thereafter, the strong 
cloud develops and the weak cloud 
decays gradually at the next 5 min, At 
18 min the weak cloud disappears 
completely. And by this time,the 
strong cloud has marked increment in 
lifeti·me and rainfall under similar 
conditions. 

4. The Case of Two Clouds Formed With 
'l'iming Difference 

As seen in Fig.2 that the right well­
developed cloud absorbs the left 
weaker cloud in the early stage and 
under the action of lower layer 
pressure gradient force, the left 
weaker cloud is pulled to the right 
stronger cloud. So, a merger is 
produced with this absorption. The 
two clouds may merger only when they 
are both in the developmental stages, 
but cannot merger when their lifetime 
is longer than 20 min. 

III. THE DEVELOPMENT OF MERGED CLOUD 

The merged cloud develops more 
violently than the unmerged one. 
Fig.3 shows the evolution curves of 
the maximum vertical speed and rain 
water content in case D(l.8) L(2.1) 
R(l.9) and D(4.8) L(2.1) R(l.9) of the 
two pairs of convective clouds. After 
30 min the clouds in case D(4.8) 
disperse subsequently and their 
maximum vertical speed drops 
gradually, while the clouds in case 
D(l.8) merge and develop violently, 
and thereafter the maximum vertical 
speed and the rain water content are 
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Fig.3. The variation of basic 
parameters of two clouds with 
different distance. Solid line 
denotes D(l.8); dash line denotes 
D(4.8). (a) the evolution of the 
maximum vertical speed; (bl the 
evolution of the maximum rain content. 



increased by a factor of nearly 2. 
The cloud in case D(4.8) maintain 70 
min and produce total rainfall of 
102t/m. The others in case D{l.8) 
prolong 100 min and produce total 
precipitation of 220t/m. 

IV. THE MECHANISM OF CLOUD MERGER 

There are following two phases in 
cloud merger mechanism. 

1. The Force of Pressure Gradient on 
The Cloud Merger 

Fig.4 shows the distribution of 
pressure perturbation field in case 
D(l.8) L(2.1) R(l.9) of model clouds 
merged initially at 15 min. Their 
domains are controlled by updraft and 
the lower layer region between the two 
cloud transforms into a low pressure 
region under an associated general 
absorption of the two updrafts. 
Therefore, the two clouds close up in 
lower layer under the action of the 
force of a horizontal pressure 
perturbation gradient, and at last the 
two clouds are merged. 

2. The Action of Convergence-Updraft 
Induced By Two Downdrafts on Cloud 
Merger 

When the two clouds in case D(l.8) 
L(2.1) R(l.9) develop for over 20 min, 
the lower layer of the two clouds are 
occupied fully by downdraft due to 
continuous increase in precipitation. 
So, the amount of airflow convergence 
is also increased gradually at the 
same place and an updraft caused by 
convergence appears (see (b) and (c) 
in Fig.1]. A prolonged updraft zone 
forms in the two clouds, and this 
serves as an airflow basic domain for 
cloud merging. 

V. CLOUD MERGER CONDITIONS 

It can be seen from the above 
instances that two clouds, whether 
merged or unmerged, are related to the 
intensity ratio and the distance 
between them. For the analysis of 
cloud merger conditions twenty-two 
cases were studied and are plotted in 
Fig.5 by three types. The big black 
point denotes such a case that the 
weak cloud is depressed and disperses 
early; the circle is the case of cloud 
merger; the small black point is the 
case of the unmerged that disperse 
almost at same time. 

12,------------------------, 

R 

2 

Fig.4. The size distribution of 
pressure perturbation field {p') 
before merging of the two clouds [At 
15 min in case D(l.8)1(2.l)R(l.9)] . .i 
and L represent the high and low 
pressure perturbation region, 
respectively. 

A 

o ll o C 
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0 
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Fig.5. Cloud merger conditions. R 
means a ratio of initial disturbance 
temperature between the two clouds; D 
means an initial edge-to-edge spacing 
between the two clouds. 
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SMOOTH PARTICLE HYDRODYNAMICS AS APPLIED TO 2-D CUMULUS TYPE CONVECTION 

Alan Gadian 

Dept. of Pure and Applied Physics 

University of Manchester Institute of Science and Technology 

PO Box 88 

Manchester M6O lQD, UK 

l:. SUMMARY 

Smooth Particle Hydrodynamics is applied to 

two dimensional cumulus convection to gain 

greater comprehension of entrainment and dif-

fusive mixing processes. Water and vapour 

phases are included in the calculations. The 

relevant advantages of the Lagrangian frame-

work are discussed. Entrainment of elements 

surrounding the buoyant plume are observed; 

the inclusion of inter-particle mixing and 

diffusion processes being crucial for a real-

istic simulation. Simple linear diffusive 

transfer of particle properties between 

neighbouring elements (BAKER and LATHAM, 1979) 

is insufficient, with a velocity gradient 

proportionality 

computations. 

providing 

2. THE LANGRANGIAN FRAMEWORK 

more realistic 

There has been some evidence (HILL and 

CHOULARTON, 1985) that cumulus clouds are 

blobby in structure, implying that a parcel or 

particle approach might be applicable. 

SALMON (1985) suggested a Lagrangian Hamil­

tonian approach to the study of shallow water 

waves in a rotating system. The system of 

ordinary differential equations has a close 

resemblance to the semi-geostrophic set pro­

duced by HOSKINS (1973), relying on trans­

formation from cartesian to an elemental des-

cription. It is in this context that Smooth 

Particle Hydrodynamics (SPH) is applied. 

In the areas of astrophysic~l fluid dynamics 

(eg. GINGHOLD and MONAGHAN, 1977) and plasma 

physics simulations' SPH techniqt1es ha-ve been 

widely used. Two dimensional elements wi"th a 

Gaussian density structure interact with each 
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other to produce a fluid continuum. The 

buoyancy term provides the vertical accelera­

tion and the horizontal pressure gradient 

effectively ensures continuity. Condensation 

and evaporation of water are the only energy 

sources incorporated, although it is planned 

to include the microphysics of droplet size 

distributions at a later stage. 

3. MODEL DETAIL 

Each element has a smooth Gaussian density 

structure or kernel, with the density at any 

particular point in space a resultant of the 

summation of all other neighbouring elements. 

The polynomial interpolant which determines 

this density distribution can be reasonably 

varied without a significant effect on the 

computation. 

Initially, the elements reach a dynamical 

equilibrium, with the vertical pressure gra-

dient balancing the gravitational force. For 

the model runs, the buoyancy provides the 

vertical acceleration, ie. 

Dv 
Dt 

ST g­
T 

where Tis the mean temperature v the vertical 

velocity and g the gravitational acceleration. 

The horizontal acceleration satisfies 

Du 
Dt 

-1 h 
e ox 

with pressure gradient calculated directly 

from the kernel density (e) structure. At 

each time-step the relevant phase changes 

alter the ambient temperatures. Mixing pro­

cesses are incorporated with the change in a 

property ( A.). For a particle i defined by 
i 

dA. - factor* A. +factor* A., for all 
i i J 

neighbouring particles j. Factor is a time-



scale parameter dependent on the size of model 

elements multiplied by the sum of the absolute 

differences in component velocities. The 

time-scale values are defined as consistent 

with those given in BAKER and LATHAM (1979). 

A 5th order 7 stage Runke Kutta procedure is 

employed to iterate the differential equations 

(DORMAND and PRINCE, 1980). Recent advances 

in such o.d.e. solvers and the use of vector 

processes has enabled the feasibility of such 

computations, using a particle size of 

approximately 100 metres. 

4. DISCUSSION 

The particular simulation to be presented is 

based on a temperature and humidity profile 

(JONAS, 1987), provided by the UK Meteoro-

logical Office. The corresponding observa-

tions indicated widescale cumulus convective 

clouds between about 1 and 2.2 km. 

tiate convection in the model all particles 

within a column 300 m wide by 1100 m high are 

given a temperature perturbation of +1°C, with 

a mixing ratio of 4.3 gm/kg, the ground meas-

urement. The model atmosphere has horizontal 

dimensions of 4 km, with two columns on either 

side where the air can descend to compensate 

for the vertical motion, and where the verti­

cal acceleration is a consequence of the ver­

tical pressure gradient. Thus no mass is lost 

from the model and there is no interaction of 

the downward moving air and the buoyant 

column. 

Results are calculated using different repre­

sentations for the mixing and diffusion pro­

cesses with a purely diffusive mixing rela­

tionship (ie. no velocity gradient weighting) 

and with an e folding time tc of approximately 

100 secs (BAKER and LATHAM, 1979), some of the 

cooler entrained elements unrealistically pass 

directly through the convective plume. Sig-

nificant decreases in the rate constant t 
C 

effectively reduces the convective strength 

and horizontal dissipation becomes important. 

The mixing resultant from the inclusion of a 

velocity dependent term produces much more 

representative flow patterns, although it is 

appreciated that the formulation in Section 3 

is probably by no means the best. 

The use of the perturbation approximation for 

the vertical momentum equation and the diffi­

culties accruing in evaluating a realistic 

equation of state, clearly represent disadvan­

tages of using this Lagrangian framework. 

Despite these limitations the results indicate 

that this is possibly a useful technique, 

especially if extended to include cloud micro­

physics and chemistry. 
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CONVECTION WAVES AND THEIR STRUCTURAL IMPACT 
ON CLOUD FIELDS 

Thomas Hauf and Terry Clark 

National Center for Atmospheric Research Boulder/ Colorado 

I. INTRODUCTION 
Tn the presence of shear exceeding 5 m/(s km) near 
the top of a convectively heated boundary layer 
internal gravity waves develop in the overlying stable 
atmosphere. These waves were first observed by 
gliders (Jaeckisch, 1968; Lindemann, 1972) and were 
called thermal or convection waves. Kuettner ct al 
(1987) studied them using an instrumented aircraft. 
Clark et al (I 986) performed 2-dimcnsional numer­
ical simulations, whereas recent simulations by Hauf 
and Clark ( 1988) and Bala ji and Clark (I 988) were 
in 3 dimensions. These nonlinear model simulations 
were supplemented by linear studies (Clark and 
Hauf, 1986; Balaji and Clark, 1988). Based on these 
papers we review some basic features of convection 
waves and as an example illustrate their organizing 
impact on clouds. 

Fig. (I) Three-dimensional perspective view of verti­
cal velocity surfaces showing volumes where w 2:0.5 
m/s. The domain size is 60 x 60 km in the horizontal 
and 15 km in the vertical. Lower plate shows region 
between 0 - 3 km, upper plate 3 - 15 km. 
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2. BASIC FEATURES 
Waves develop as soon as boundary convection in 
response to surface heating penetrates into the stable 
layer overlying the boundary layer. Within a few 
hours the wave system covers the whole troposphere 
and extends well into the stratosphere. Depth and 
location of the shear layer as well as its strength and 
direction determine the wave generation efficiency. 
The structure of the wave field and of the boundary 
layer motions also strongly depend on the shear 
profile. The dominant horizontal wavelength is 
between 10 and 15 km and is thus significantly 
higher than horizontal boundary layer scales of 
approximately 6 km. The observed typical ampli­
tudes of vertical wind velocity range between I and 
3 m/s with lower values found by the numerical 
simulations. Horizontal phase speed is nearly uni­
form over the tropospheric depth and different from 
the phase speed of the boundary layer modes with 
respect to magnitude as well as direction. In the 12 
June 1984 case which was investigated by Clark ct 
al (1986) and by Hauf and Clark (1988) waves move 
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in the upshear direction at a speed of about IO m/s 
relative to the ground. Waves also propagate in the 
vertical .with a vertical wavelength commensurate to 
the tropospheric depth. 
It is suggested that convection waves belong to a 
fundamental atmospheric eigenmode which is com­
prised of convective eddies in the boundary layer 
and overlying waves. This also can be described in 
terms of an interaction between the gravity waves 
and the convective eddies in the boundary layer. 
Convective eddies in the presence of shear excitatc 
the waves but simultaneously they are modified by 
the waves. As a consequence boundary layer con­
vection is not solely governed by boundary layer 
parameters but depends also on the gravity wave 
field. Dry and moist shallow convection in the 
presence of shear, therefore, is a nonlocal phenome­
non which requires for its understanding the full 
depth of the gravity wave system. For example, 
Clark et al (I 986) compared the boundary layer sol­
utions in the presence of waves with those of an iso­
lated boundary layer without waves and found sig­
nificantly different horizontal scales. It is concluded 
that convection waves are an important organizer of 
shallow convection and, therefore, also of clouds. 
In this paper we illustrate this organizing effect of 
convection waves on shallow cloud populations. 

3. STRUCTURAL ASPECTS 
Three figures are presented in this paper which 
should illustrate the structure of the gravity wave 
field and its influence on the cloud population. The 
figures are taken from Hauf and Clark (1988). 
Similar figures are shown in a movie which also 
provides an impression of the wave dynamics. 
Figure (l) shows in a perspective view those regions 
in three-dimensional space were the vertical wind 
velocity is greater than + 0.5 m/s. Similar pictures 
can be drawn for higher values or also for negative 
values but are ommited here. As boundary layer 
motions are quite different from wave motions, two 
plates are shown for each time. The lower refers to 
the lowest 3 km whereas the upper one to the region 
between 3 km and 15 km. The horizontal domain is 
60 x 60 km. At t = 60 min after the model initiation 
no waves have developed yet and the boundary layer 
shows longitudinal rolls approximately parallel to the 
mean boundary layer shear in line with linear theory. 
One hour later waves have developed and the boun­
dary layer structure has dramatically changed to a 
varicose like structure. The wave field is scattered 
with single and nearly vertical updraught 'towers' . 
These towers extend well into the stratosphere. The 
scatter is explained as result of gravity 
wave/convective eddy interaction. According to 
Wegener's theorem wave fronts in the stable atmos­
phere form perpendicular to the shear vector. In a 
pure speed shear case, therefore, rolls and fronts arc 
perpendicular to each other. The fronts are modu­
lated by the rolls which results in the broken struc-

turc of the wave field. Vice versa boundary rolls are 
modified by the waves yielding the varicose like 
structure of the boundary layer motions. 
The wave updraught fields lead to a deformation of 
the initially horizontal isosurfaces of potential tem­
perature as shown in Figure (2). Three theta-sur­
faces (304, 310, 320 K) arc displayed corresponding 
to altitudes of 3.0, 5.2 and 8.5 km. Again the domain 
is 60 x 60 km whereas the peaks in the corner are 600 
m high. The wave field is polychromatic with spec­
tra narrowing with height. With increasing height 
the short waves disappear and the wave amplitude 
is lowered. The dominant wavelength in the shear 
direction is greater than the dominant wavelength in 
the direction perpendicular to it. The maximum 
vertical displacements of up to + /- 300 m occur at 
the lowest levels. They arc about half of this value 
at 8.5 km. It is easy to imagine that such a vertical 
displacement field influences any cloud development. 

Fig. (2) Deformation of theta-surfaces (304, 310, 320 
K) at three heights. Domain size 60 x 60 km; peaks 
in corners scale 600 m. (shear direction parallel to 
x-axis, from left corner to lower right) 

8.5 km 188.3 Min 

4. INFLUENCE ON CLOUD POPULATIONS 
Cloud growth is necessarily linked to moisture sup­
ply from lower levels by the convective eddies. The 
impact of gravity waves on the convective eddies, 
therefore, is also identificable in the cloud field. Fair 
weather cumuli clouds generally form near the top 
of the convective boundary layer which is also the 
region of strong wave/eddy interaction. The 
dynamical interplay between supporting eddies from 
below and updraught resp. downdrnught motions 
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provided by the gravity waves, together with the 
nonlinear character of the phase transitions itself, 
cause the appearant high degree of randomness of 
the cloud population (Fig. 3). The important 
parameters which govern the cloud population seem 
to be - the horizontal wavelength of the dominant 
eigenmode, - the relative phase speed difference 
between the waves and the eddies, - the size and 
lifetime of the eddies, - and the timescale of cloud 
dissipation. 
We point out that the scatter or randomness of the 
cloud field is neither the result of any inhomogeneity 
in the surface heat flux as the latter exhibits nearly 
wavenumber zero, nor a result of pure boundary 
layer circulations alone. Rather it is explained as a 
result of the mutual modification of waves and con­
vective eddies which is an internal and inherent 
nonlinear process. Future research has to quantify 
the illustrated organizing impact of convectively 
forced internal gravity waves on fair weather clouds. 

Fig. (3) Horizontal cross-section through the liquid­
water field showing cloud field at 2 km height. 
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COMPARISON BETWEEN NUMERICAL CLOUD RESULTS 

AND OBSERVATIONS 

Rumjana Mitzeva and Vasil Andreev 

University of Sofia, Bulgaria 

1. INTRODUCTION 

It is known that Lagrangian bulk ent­

rainment one-thermal cloud models are 

unable to simulate simultaneously cloud 
top height and in-cloud liquid water 

content (LWC) of cumulus clouds.LUDLAM 

(1958) suggested that these clouds are 

composed of a succession of thermals. 

J'fiASON and JONAS(1974) developed a model 

of a non-precipitating cumulus cloud 

that grows by the ascent of successive 

spherical thermals through the residues 

of their predecessors. 

In this paper we shall compare the 

measured LWC in non-precipitating 

cumulus clouds with the values computed 

by a model of a cloud composed of a 

succession of thermals. 

2 • CLOUD !V10DEL 

According to the model used (ANDREEV 

et al.1979)the convective cloud is 

composed of active and non-active cloud 

masses.It is assumed that the active 

mass is formed by successive ascending 

spherical thermals,while the non-active 

cloud region is formed by thermals 

that have previously risen and stopped 

at their convective level;it is motion­

less and expands by turbulent diffusion 

This region is characterise by certain 

temperature excess and the presence of 

cloud droplets and water vapor;they 

vary in time due to diffusion and eva­

poration.The microphysical processes 

in moving thermals are described using 

bulk parametrization (ANDREEV 1976). 

Four different categories of hydro­

meteors are taken into account: cloud 

and rain dropstcloud i~e and graupel. 

The Marshall-Palmer distribution fo-::.­

rain drops are assumed. 

According to the model described the 

ascending thermals entrai~ cont~nuous~y 

air of any level from cloudless P:1'1.i­

ronment or from non-active cloud mass. 

In order to model the entrainment from 

the non-active part of the cloud the 

diffusional thermols are transformed 

from sphere to cylindrical layer. For 

the entrainment rate cl. L of the ascend­

ing thermals the following express~on 

is used ()(i, =0.6/Ri (Zi),where R
1 

(Z.,) = 

Rl. + 0. 2 • Z. , R. and R. ( Z. ) ar; the 
0 l lO l l 

radius of thermals at cloud base and 

at height Zi respectiirely. 

Differential equations describing the 

processes in the model cloud are nu~eri­

cally integrated by Runge-Kutta mettod. 

The calculations are carried out for 

thermals ascending from cloud base to 

the height where zero velocity is 
obtained. 

3. OBSERVATIONS 

The model has been run using envircm­

mental conditions on (i) 18 July 1964, 

Ukraina, (ii) 2 3 June 1981, CCOPE. 

3. 1 18 JULY 1964, UKRAINA 

VOIT and r1:AZIN (1972) have made a num­

ber of aircraft measurments of the LWC 

at different levels in a field of non­

precipitating cumulus clouds with si~i­

lar cloud base and cloud depth,where 

the data of measurments in disipative 

clouds are excluded.From their results 

one could evaluate the change in the 

average in-cloud LWC with the height. 
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?he environmental sounding (above the 

for 18 July •n~~ ~s ~iven 

i~ Table ~. fhe depth of the observed 

clo~ds was approximately 390U m. 

Ta b:ie 1 

•g J~ly sounding used in this paper 

P - pressure, T - temperature, f -

relative humidity, H - height 

·T [ IT;] F' [hPa] ;-i T [,:, C] ..<' [ ¼] 

~sco s~,, 
_JV 14.3 64 

~JCOC· 801 9.8 61 
3UGC '7"''0 ,U~ 2. 7 62 
400C 626 - 0.4 25 
sooc 552 - 6.3 1(_) 

ECCO 485 -12. 7 ~c 

The observed cloud wa2 essentialy ice­

free and non-precipitating.Cloud base 

was at 751 r,Pe( ~ 15com) and cloud 

~op was observed at apprcximatels 

42::_'J h.Pa ( ~ SGC1Um). the environmental 
~~1,r•"<'r-0- (t~'K"'~ .Prr,rr m1l1YTCt:: et- ::,1 108f•.) cJ:..A_.11..,_J_..,_._ 0 .. c;1 ~ ...... .1..:. ....... ...... ,h~ .ri...: .l.J ·.rt ., u • 1 _, ..... 

is shown in Fig.1. The detailed descrip­

tion of ths :r,icrophysical observations 

is given by PJ.JSTIN et aJ .. 1985. 

300 

L/)0 

600 I 

700 
I 

8:JO 
900 I 

~;' Z [km] 
Fig.• 23 June 1981 CCO:?.i sounding. 

Cloud base,cloud top and the penetra-

tion levels are noted in ~he box at 

right. 

4. COMPARISON O.F OBS.EHVN~IONS AND 

!\OD.E;L RESULTS 

mainly the measured and computed LWC 
will be compared here. 

The following parameters have to be 
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known in order to conduct the model 

computations:the thermal radius at the 

cloud base - R. , the time interval 
lO 

between successive thermals - 8t,their 

number,and the turbulent diffusion 

coefficient for the non-active cloud 

mass - K.Their values are chosen in a 

v1ay, that the model simulates correctly 
the height of the observed cloud top. 

4. ~ 18 . -"~,::' 1964, UKRAINA 

The computations are carried out with 

two different set of parameters: (i) 5 

therrrnls wi tt R. = 500 m, 8 t=5 min, 
" l 0 

K=30 m~/sec,(ii) 15 thermals with 

R. = ?80 m, ~t = 3 min,K = 30 m2 /sec. 
lO 

I~ both cases after a certain time a 

clou~ with depth about 3900 mis formed 

in the m:::idel.'l'he L\vC in moving thermals 

after this moment is given on Fig.2 

+ for (i), • for (ii). 

1 
• 

~ 

Z [km] 
+ 
~ 

I A • .. 
6 . 

3 
06 . 

6 
6 . . 

6 

2 
• .. ... . • .,.. - 1 

1 ... A 2 
~ 3 
• 4 

S [ g.m-3 ] 

0 1 2 3 
Fig.2 Mean liquid water content profile 

S(Z) on 18 June 1964. 1- mean experi­

mental data curve; 2 - averaged L~C 

values over flight trajectories; 3 -
7::lodel LWC values for (i); 4 - model 

LWC values for (ii) 



Curve Son Fig.2 shows the average LWC 

measured in clouds with 3900 m depth 

on 18 July 1964. 

4.2 23 JUNE 1981 CCOPE 

The following set of parameters was 

used: 8 thermals with R. = 750 m, 
. 2 io 

6t = 5 min, K = 70 m /sec. Using 

this parameters after a certain time 

the model cloud top was at 4920 m, 

showing a good agreement with the 

observed one. 
Fig.3 shows the model LWC plot. The 

penetration level at 570 hPa (about 

2000 m above cloud base) is given by 

dotted line. In the upper part of 

Fig.3 the LWC measured at 570 hPa is 

given (taken from AUSTIN et al.1985). 

One can see that the peak computed 

LWC for the penetration level is 

1.8 g/m3 and is comparable with the 

measured peak value. 

§ ;+ lfflfflf: 
so 0 40 20 30 

TIME [sec] 
Z[m] 

&ODO 

3500 

HOD 

215011 

zo 30 'l((J 

TIME [ 1•u:wJ 

Fig.3 Contour plot of LWC for the 

cloud model.Contour interval is 0.2 

g/m3 • The dashed line shows the pene­

tration level (570 hPa). In the upper 

part of the figure the L\lfC measured 

at 570 hPa is given. 

5. SU IV.MARY 

The results show that the model s.imula­

tes quite well the changes in the ave­

rage in-cloud LWC with the height 

measured on 18 July 1964 in Ukraina. 

A reasonable agreement between the 

peak computed LWC and the one measuref 

on 23 June 1981,CCOPE is also seen. 

This demostrates that the cloud model 

composed of active and non-active cloud 

mass with continuous entrainment of 

successive ascending thermals could 

simultaneously predict the values of 

the in-cloud LWC and cloud top he~ght 

of non-precipitating curr.u1us clouds. 
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LOCAL ENVIRONMENTAL CONDITIONS INFLUENCING THE GROWTH 
AND INTERNAL STRUCTURE OF NON-SEVERE THUNDERSTORMS 

Nancy Westcott 
Illinois State Water Survey 
Champaign, Illinois 61820 

1. Introduction 

An examination has been made of the internal 
structure of a number of convective storms 
occurring on two days in August 1986, using 
the CHILL 10-cm reflectivity measurements. 
These two days provide an interesting contrast 
in the way in which non-severe storms of simi­
lar intensity can form and evolve. On one 
day, the echoes were first detected at and 
below the freezing level (minimum reflectivi­
ties of 10 dBZ), and grew slowly in height. 
Not until very late into the life of the storm 
did any of the echo tops exceed 7 km. On a 
second day, convection occurred in two storm 
events, one in the morning and one in the late 
afternoon. The morning echoes formed above 
the o0 c isotherm (5-6 km) and readily exceeded 
7 km, with many reaching 11 km. The afternoon 
echoes tormed at the freezing level, and were 
somewhat taller and longer lasting, than those 
observed during the other two flights. Echoes 
from all three flights attained peak reflec­
tivities of 55 dBZ. This paper will examine 
the manner in which these storms develop, in 
the context of the local meteorological condi­
tions as determined from environmental sound­
ings, visible satellite imagery, an objective 
analysis of standard surface and upper air 
observations, and from inferences made con­
cerning the organization of the storms. 

2. Data source and methodology 

These data were collected during three random­
ized cloud treatment flights in Illinois as a 
part of the exploratory phase of 1986 PACE 
(Precipitation Augmentation for Crops Experi­
ment). The overall goal of PACE is to deter­
mine whether and under what conditions summer 
precipitation in the central part of the 
United States can be enhanced by cloud seed­
ing. In this area of the U.S., evidence to 
date indicates that cloud droplet growth by 
condensation followed by precipitation growth 
by coalescence is the dominant precipitation 
initiation mechanism (Ackerman and Westcott, 
1986). Because of the importance of the warm 
rain processes in initiating precipitation in 
this area, the experiment is based on the 
dynamic seeding hypothesis. A total of 19 
clouds were treated and studied from the 3 
flights. Clouds from two of the flights were 
actually seeded with silver iodide and those 
in a third flight were treated with a placebo. 
The small sample size precludes comment on a 
seeding effect. 
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The PACE operations were based at the NSF/ISWS 
CHILL radar site at the University of Illinois 
Willard Airport (CMI) located in Savoy, Ill. 
The target area encompassed the reg ion within 
150 km of the radar. However, all cloud 
passes were made within 95 km of the radar on 
these two days. During the field program, 
10-cm reflectivity data (1 ° beam) were col­
lected at 512 range bins, each 300 m deep, out 
to a ran8e of 150 km. The radar was operated 
in a 360 scan mode with the intent of topping 
all echoes in the area, completing a volume of 
10 - 16 elevation steps within 3 - 5 minutes. 

Volumes covering the history of the treated 
clouds were interpolated to grids with a 1 km 
resolution in the horizontal and vertical 
directions. The approximate aircraft pass 
locations based on the aircraft Loran C and 
VOR/DME systems, were plotted on these fields. 
A preliminary analysis determined that the 
treated cloud could be associated with an 
individual echo core. The reflectivity his­
tory of the specific echo cores associated 
with the treated clouds were tracked by hand, 
in time and height. For purposes of com­
parison, a minimum reflectivity of 15 dBZ was 
imposed on the data used in this analysis. 
Eighteen of the 19 cores were joined at some 
point in their life with an adjacent core at 
some reflectivity level, half within their 
first five minutes and the remainder within 20 
minutes. For a given core, the history was 
stopped, not when it became joined with 
another but when it could no longer be dis­
tinguished from the rest of the echo with any 
certainty. Particular attention is given to 
the growth rates of the area and reflectivity 
characteristics of the echo cores. Because 
the volumes spanned 3 to 5 minutes in length, 
the times presented are approximations, and 
thus the rates calculated are only simple 
estimates. 

3. Description of the three flights and gen­
eral weather conditions 

The environmental conditions were similar in 
several respects for the 3 flights. In par­
ticular, the days were characterized by rela­
tively warm cloud base temperatures (16 - 20 
0
c) and ample moisture in the lowest part of 

the troposphere, (surface mixing ratios of 
14-16 g/kg). 



3.1 August 6, 1986 - Flight 1 

The late afternoon flight (1556 - 1746 CDT) on 
August· 6, was centered on a small line of 
thunderstorms. A gradually strengthening 
trough associated with a surface low to the 
north was moving in to the area. By 1800 CDT, 
the trough was analyzed at the surface as a 
cold front stretching from Chicago southward 
through east-central Illinois and then 
southwestward through St. Louis. 

While scattered high-based clouds had been 
observed in the area since late morning, only 
after 1500 CDT did this convection become 
suitable for treatment (grow to the -10°c 
level). The 1514 CMI sounding was neutral 
with respect to the saturated adiabat above 
880 mb, with adequate moisture below 600 mb, 
but rapid drying above. The lifted condensa­
tion level (LCL) and the convective condensa­
tion level (CCL) was nearly identical (16 °c 
at 1.1 km), suggesting that sufficient heating 
was present to initiate convection. Also 
low-level convergence ..P,fes~pt in the area dur-
ing the afternoon 00 s , as determined 
from the NWS first order stations) appeared 
sufficient to lift the air mass, resulting in 
a convectively unstable conditions and in an 
enhancement of the convection moving into the 
area from the west. 

Visual observations from the aircraft indi­
cated a cloud base of • 8 km. Echoes were 
first observed at or below the freezing level, 
4 km msl. Eight passes were made through 5 
clouds concentrated in a single line of storms 
between 1631 and 1703 CDT, some 65 km to the 
southwest of CMI. New growth was occurring on 
the WSW end of this line. The nearest area of 
convection reaching to at least 6 km at this 
time, was 100 km to the NE. 

3.2 August 26, 1986 - Flight 2 

The first flight was from 0846 - 1202 CDT on 
this day, in an area of thunderstorms about 
250 km ahead of a strong, slowly moving cold 
front. This area of convection had originated 
in southern Iowa around midnight and moved 
southeastward into the area in the morning. 
The nearby 0700 CDT SL0 sounding showed condi­
tionally unstable conditions above the shallow 
surface inversion to 500 mb, with substantial 
moisture up to 450 mb. Visual observations 
from the aircraft indicated multiple layers of 
clouds. Surface heating was inhibited by a 
cirrus overcast present during the morning 
flight. Surf ace wind observations indicated 
only weak convergence in the area. By 1145 
CDT, a period of the day when convective 
activity is at a climatological minimum, the 
convective activity was moving out of the tar­
get area and diminishing rapidly in intensity. 

Ten passes were made in a total of 8 clouds 
between 0958 and 1131 CDT. Echo formation 
occurred at or above the freezing level ( 4. 4 
km ms 1). In 5 cases, the echoes were 
separated from other echoes by at least 3 km; 
and in 3 cases new growth was immediately 
adjacent to an existing echo. 

3 .3 August 26, 1986 - Flight 3 

The second flight on this day was from 1507 -
1900 CDT, in an area of developing thunder­
storms more directly associated with the cold 
front. Frontal passage at CMI occurred at 
approximately 1800 CDT. The 1417 CMI sounding 
indicated unstable conditions below the LCL, 
conditional instability to 700 mb and neu­
trally stability above to at least 500 mb. 
Ample moisture was available to 450 mb. Cloud 
base was reported as 2 km. 

Treatment occurred in 7 clouds during this 
flight, al though only 6 were analyzed due to 
problems in determining the aircraft position. 
The echoes appeared to form near the freezing 
level (4.7 km). These clouds were associated 
with the front and generally in a broad line 
of activity. 

4. Results and Discussion 

To give an overall indication of the echo 
characteristics during the 3 flights, mean 
values of peak reflectivity, peak echo height 
and peak area for reflectivities equal to or 
exceeding 15 and 35 dBZ are presented in Table 
1. Two points can be made from this table. 
First, while the peak reflectivities are simi­
lar for the 3 flights, the areal coverage is 
much smaller on the morning flight. This 
might be expected as the convection during 
this flight was generally diminishing in 
intensity. The second major difference lies 
in the height of the echoes cores during the 
two afternoon flights. The mean top height of 
the echo cores for the August 6 flight was 
some 2 km less than on the 26th. This may be 
explained by the very rapid drying of the tro­
posphere above about 4.5 km on the 6th. Addi­
tionally, it is interesting that although all 
of the echoes treated on August 6, were from 
the same line of thunderstorms and were 
treated within a half-hour of each other, the 
variance of peak reflectivity and areal extent 
was larger than on the afternoon of the 26th 
when the flight spanned a two and a half hour 
period. This may suggest that not all of the 
echo cores were large enough or strong enough 
on the 6th to be sustained at a level of 
unfavorable moisture. On the afternoon of 
August 26, no such cap was present to restrict 
the growth of the less intense echoes. 
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Table 1. Mean, standard deviation and sample 
size for peak values for echo cores by flight 

Flt. Max Refl. Max Top Max Area Max Area Time 
No. dBZ115 dBZ135 To Max 

(dBZ) (km) (km) (km) Area>35 
(min) 

1 X 52.8 8.8 65.0 27.2 23 
SD 7.7 2.5 21.2 18.5 5 
N 5 5 5 5 4 

2 X 53.3 9. 41.8 14.8 17 
SD 8.6 2.1 19.1 9.0 3 
N 8 7 8 8 8 

3 X 55.5 11.2 64.7 28. 7 23 
SD 2.0 2.1 19.0 10.8 13 
N 6 5 6 6 6 

Growth rates from the time of first observa­
tion at values greater than or equal to 15 
dBZ, to the time of the peak value of the par­
ticular echo parameter also were calculated 
(Table 2.). These indicate that the rate of 
increase of peak reflectivity and maximum top 
height on August 6 were slower than for the 
two flights on the 26th. While the rates for 
the two flights on the 26th are similar, the 
duration of the growth period was much shorter 
for the morning flight: The mean time to 
reach peak reflectivities were 19, 13 and 14 
minutes respectively for the 3 flights; and 
the mean time to grow to the maximum height 
were 19, 11 and 20 minutes. 

Table 2. Mean, std. dev. and sample size for 
growth rate from first detection and peak value. 

Flight Max Refl, Max Top 
No. 

1 X 
SD 
N 

2 X 
SD 
N 

3 X 
SD 
N 
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(dBZ/min) 

1.7 
• 9 

4 

2.5 
.9 

8 

2.5 
1.4 
6 

(m/ s) 

3.8 
1.7 
5 

4.8 
.7 

7 

5.0 
1.7 
5 

Max Area 
dB~> 15 

(km /min) 

2.4 
.5 

5 

1.6 
• 9 

8 

2.1 
• 8 

6 

Max Area 
dBZ

2
> 35 

(km /min) 

1.0 
• 6 
5 

1.0 
• 8 

8 

1.5 
.6 

6 

The randomization was such that the two after­
noon flights were actually seeded with Agl and 
the morning flight with the placebo. Due to 
the nature of the local environmental condi­
tions, it was not unexpected that the morning 
echoes were smaller and shorter-lived. 1 t is 
common in this area of the country for night­
time storms to diminish in strength after sun­
rise. This may have been an overriding factor 
that result in the differences in echo charac­
teristics for the morning flight rather than 
the treatment type. The variety of environmen­
tal conditions controlling the dimensions of 
the clouds from day to day and on a single 
day, suggests that in evaluating cloud charac­
teristics to determine a seeding effect, it is 
necessary to stratify echo parameters based on 
these conditions. Additionally, it may be 
necessary to treat both a control group and a 
seeded group of clouds during the same period 
of convection. Because of the variance found 
even for a single thunderstorm line, a number 
of clouds must be treated on any given day to 
insure adequate sampling. 
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DOPPLER RADAR STUDY OF A WEAKLY SHEARED THUNDERSTORM 

David J. Raymond and Alan M. Blyth 

Physics Department and Langmuir Laboratory for Atmospheric Research, 
New Mexico Institute of Mining and Technology, 

Socorro, NM 87801 

1. INTRODUCTION 
During the New Mexican summertime, storms develop 

initially over the mountain ranges. In 1984 an experiment 
was performed on the cumuliform clouds which developed 
over Langmuir Laboratory in the Magdalena Mountains 
near Socorro, New Mexico. The experiment utilized 4 
Doppler radars, several instrumented aircraft and other 
ground-based equipment. The radars were installed close 
to the mountains so that observations were made at high 
resolution and elevation angle. The high elevation angle 
allowed the vertical component of particle velocity to be 
accurately measured. 

The purpose of this paper is to describe the evolution 
of a well-observed storm cell that occurred on 2 August 
1984. Air motions and precipitation particle trajectories are 
presented and interpreted. 
2. THE CENTRAL CELL ON 2 AUGUST 1984 

The storm on this day developed in an environment 
with moderate instability and weak shear. The first cumulus 
clouds formed over the mountain at 09:10 MST and cloud 
base was at 3.7 km MSL. The early evolution of the system 
followed a pattern where the cumulus clouds alternately 
grew and decayed, each time ascending to a slightly higher 
altitude. Radar observations commenced at 10:30 when the 
maximum reflectivity in the storm was about 25 dB(Z) at an 
altitude of 5 km MSL. The top of the minimum detectable 
radar echo was near 8 km by this time. At about 11:00 the 
cloud system rapidly ascended to 13 km MSL. Several cells 
were distinguishable, and each rose to the same level at 
slightly different times. To simplify the discussions herein, 
we will concentrate on one cell ( the central cell) that was 
located over Langmuir Laboratory. 

The central cell drifted to the east at about 2 m/s. 
The environmental shear was to the northeast, so radar data 
are displayed in a vertical plane oriented 220° - 40°. This 
plane cuts through the center of the cell and was allowed to 
drift with the cell. Doppler-derived winds are displayed in a 
cell-relative frame. Figure 1 shows the reflectivity and wind 
pattern in the above-defined plane for times 11:05, 11:14, 
11:23 and 11:32. 

The time evolution of the cell is quite straightforward. 
Highest reflectivities occurred within the main updraft. The 

sequence illustrated in Figure 1 indicates that the 30 dB(Z) 
contour ascended and the maximum echo increased in mag­
nitude as the updraft intensified. Thereafter the echoes 
weakened and descended as the updraft at the lower levels 
ceased. Outflow into an anvil cloud is quite pronounced 
from 11:14 onward. 

The picture which emerges from Figure 1 suggests 
that the precipitation process is a relatively straightforward 
one in which graupel forms in the updraft, falls through it, 
and grows in the cloud liquid water. We now try to test this 
picture by tracing the trajectories of precipitation particles. 

3. PARTICLE TRAJECTORIES 

The trajectories of particles reaching 3.5 km MSL at 
two specified times were traced backward in time until miss­
ing velocity data terminated the calculation. This typically 
happened when the trajectory approached the edge of the 
cloud during a period of rapid evolution. Calculations 
employed linear interpolation between radar volumes and 
between grid points to find velocities on the trajectory. The 
calculations shown here assumed that all motion occurred in 
the two-dimensional plane illustrated in Figure 1, but fully 
three-dimensional calculations show similar results. Values 
of all measured fields interpolated to the trajectory were 
also saved. 

The first set of trajectories (see Figure 2) was started 
at 11:15, or during the period of maximum reflectivity. They 
presumably represent the evolution of the most intense pre­
cipitation. It can be seen from Figure 2 that particles reach­
ing the 3.5 km level at 11:15 originated at about 7 km where 
the temperature was approximately -15° C. Figure 3 shows 
the calculated positions of the precipitation particles at 
10:56, along with the reflectivity pattern at that time. It is 
clear that these particles are first detected in the uppermost 
part of the cloud when its tops are near 8 km. (Not all parti­
cles could be traced back to this time.) 

Figures 4 and 5 respectively show the mean reflectivity 
and the mean terminal and fall velocities of particles as a 
function of height along their trajectories. Note that the 
reflectivity increases from 20 to 45 dB(Z), and that the ter­
minal velocity increases from 4 m/s to over 10 m/s. Simul­
taneously the particle fall velocity increases from 2 m/s, or a 
state of near-suspension, to almost 10 m/s. The difference 
between these two curves gives the updraft velocity, which 
decreases from 4 m/s to 1 m/s as the particles descend. 

The second set of trajectories (see Figure 6) was 
started at 11:30, or during the decaying phase of the cell. 
These trajectories can also be traced back to near cloud top, 
or approximately 8 km. The only apparent difference is that 
these particles fell through weak to non-existent updrafts, 
and as a consequence, encountered little, or no growth­
inducing liquid water on the way down. Most growth 
occurred in this case while particles were suspended by the 
updraft near 7.5 km. As Figure 7 shows, mean reflectivity 

stayed near 30 dB(Z) below 7 km. Figure 8 shows that ter­
minal velocity remained near 6 m/s down to 5 km, the 
increase below that level being due most likely to melting of 
low density graupel into higher density raindrops. Updraft 
speed was 1 m/s or less below 6 km. 

4 DISCUSSION 
The main conclusions from these observations are as 

follows: 
l. The studied cell exhibited a transient, thermal-like 
evolution. 
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2. The heaviest precipitation came from graupel 
embryos that formed near cloud top in the early stages 
of the cell when tops were near 8 km MSL. 

3. Reflectivity and terminal velocity of falling graupel 
( or small hail) increased only when the particles were 
falling through regions of updraft. These were 
presumably regions containing significant supercooled 
liquid water. 
Based on the observed evolution of terminal velocity 

and educated guesses for cloud liquid water content, graupel 
density, and drag coefficient, we estimate that precipitation 
particle diameters increased at a rate consistent with the 
upper limits predicted by graupel and hail growth models. 

We gratefully acknowledge the contributions of Wil­
liam Winn, Charles Moore, and Paul Krehbiel to this pro­
ject, as well as those of NCAR's Atmospheric Technology 
Division. This work was supported by National Science 
Foundation Grants ATM-8311017, ATM-8611364, and 
ATM-8605136. 
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Figure 1. Vertical section through central cell oriented 220" -
40". Reflectivity contours every 5 dB(Z), hatching above 
30 dB(Z). Wind vectors have cross at tail, vector one 
grid interval long represents 5 m/s. a) 11:05. b) 11:14. 
c) 11:23. d) 11:32. 
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Figure 2. Trajectories of precipitation particles reaching 3.5 
km at 11:15. The boxes show the positions at 100 s 
intervals. 
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Figure 3. Reflectivity at 10:56, similar to Figure 1, along 
with positions of particles illustrated in Figure 2 at that 
time. Not all such particles could be traced back to 
10:56. 
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Figure 4. Mean reflectivity of particles illustrated in Figure 2 
as a function of height. The boxes indicate 100 sinter­
vals. 
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Figure 5. Mean terminal velocity (wt) and fall velocity (w) for 
particles illustrated in Figure 2. The boxes indicate 100 
s intervals. 
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Figure 6. Trajectories of precipitation particles reaching 3.5 
km at 11:30. The boxes show the positions at 100 s 
intervals. 
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Figure 7. As in Figure 4, except referring to particles illus­
trated in Figure 6. 
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Figure 8. As in Figure 5, except referring to particles illus­
trated in Figure 6. 
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INTERIOR CHARACTERISTICS AT MID-LEVELS OF THUNDERSTORMS 
IN THE SOUTHEASTERN UNITED STATES 

Dennis J. Musil and Paul L. Smith 

Institute of Atmospheric Sciences 
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Rapid City, South Dakota 57701-3995 

1. INTRODUCTION 
Data characterizing the vertical wind structure 

and hydrometeors within cumulonimbus clouds in 

the southeastern United States were collected 

by the armored T-28 aircraft (JOHNSON and SMITH, 

1980) during the 1986 Cooperative Huntsville 

Meteorological Experiment (COHMEX). The data 

analysis has concentrated on the hydrometeor 

character and development, as well as the 

general microphysical and kinematic structure 

of the clouds penetrated. Longer range plans 

call for synthesis of the T-28 data with other 

observations and numerical models, with the 

overall goal of describing the precipitation 

process in these convective storms. 

2. STORM CHARACTERISTICS 
Typical cloud base temperatures in the COHMEX 

region were about +18°C. Average temperatures 

of the T-28 penetrations ranged between -7.5°c 
0 . . and +5.5 C, initially penetrations were made 

at the colder temperatures, but later in the 

season penetrations had to be restricted to 

warmer temperatures because of lightning 

damage to the propeller deicing device. 

An example of data gathered during one of the 

T-28 penetrations is shown in Fig. 1, which 

illustrates some of the features found in the 

COHMEX storms. The updrafts shown are atypi­

cal, in that they represent some of the 

strongest updrafts observed during COHMEX. 
-1 In fact, the updraft of about 19 ms during 

this penetration is the strongest observed 

during the project. Usually the vertical 

winds, calculated according to a method by 

KOPP (1985), were found to be weak, the 

average updraft maximum being just less than 
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4 m s-l Downdraft minima typically ranged 

between -5 and -10 m s-1. 

The updraft regions in the COHMEX storms were 

generally narrow, but usually very turbulent; 

values of turbulence intensity greater than 
2/3 -1 about 9 cm s , which correspond to extreme 

turbulence (MACCREADY, 1964), were common. 

Furthermore, the turbulence remained rela­

tively strong throughout large regions of each 

penetration, unlike most storms of the High 

Plains where updraft interiors are relatively 

calm (MUSIL et al., 1986). As indicated in 

Fig. 1, the updraft regions did not exhibit 

the large increases in equivalent potential 

temperature (ee) often found in other geo­

graphic regions where the T-28 has penetrated 

thunderstorms (MUSIL et al., 1986). In the 

COHMEX storms, maximum values of e ranged 
e 

between 339-347 Kand the values were usually 

quite uniform during each penetration. This 

suggests that the COHMEX storms were well 

mixed or that ee was relatively constant with 

height. Moisture does not drop off as rapidly 

with height in the COHMEX region as in the 

High Plains, where storms tend to show very 

high values of ee in the updraft regions, 

with lower values in other regions. 

3. HYDROMETEORS 
Cloud liquid water concentrations (LWC) were 

usually low, typically much less than adiabatic 

values. A comparison of LWC observations with 

adiabatic values shows that the LWC's at warmer 

penetration temperatures were relatively closer 

to adiabatic, with the average percentages 

being about 15 and 25% for colder and warmer 

penetrations, respectively. This suggests 
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that the cloud water is being rapidly depleted 

during its ascent in the updraft and that 

coalescence may be active. 

The Forward Scattering Spectrometer Probe 

(FSSP) obtains a cloud droplet spectrum for 

each second of flight. The spectra often 

indicated a mode droplet diameter of about 

15 µm, while droplets >40 µmin diameter 

were often observed (the largest droplet 

size sensed by the FSSP is 45 µm). Aside 

from the large droplets, the droplet spectra 

were rather continental in character. 

Large numbers of particles >l mm in diameter 

appear in the foil impactor data from the 

T-28. The sample shown in Fig. 2 corresponds 

to about 30 m- 3 of particles >5 mm, which is 

about three times more than were observed in a 

similar case in Switzerland (WALDVOGEL et al., 

1987). The concentrations for these size 

ranges are the highest ever observed with 

the T-28 system. 

Comparisons with particle size distributions 

from other regions (Fig. 3) substantiate this 

observation. The COHMEX storms tend to have 

many more particles in the 1-5 mm range, while 

storms in other places tended to have more 

particles at the larger sizes. In fact, the 

COHMEX spectra often appeared truncated, with 

an absence of particles larger than about 

7-8 mm. 

Hail was infrequent in the COHMEX storms, 

occurring in less than 25% of the penetra­

tions, and the observed sizes were usually 

<l cm. Particles larger than about 1 cm were 

observed very infrequently, despite reflec­

tivities between 50-60 dBz. Larger hail was 

observed in only 2 of the 74 penetrations 

made by the T-28 during COHMEX. 

Concentrations of particles >l mm a~d >5 mm 

typically ranged up to 300 m- 3 and 30 m- 3 

respectively, with mass concentrations 
-3 corresponding to about 6 gm The total 

mass concentrations for the larger hydrometeors, 

Fig. 2: Example of foil 0ata from T-28 
Penetration No. 4 on 23 :Jne 1986; T = -7°C. 
Width of the foil is 7.6 cm. 
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added to typical observed cloud water con-
-3 centrations of about 1 gm , compare quite 
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favorably with adiabatic values. The particle 

phases are not known with certainty, but at 

least some were surely liquid at the warm 

temperatures of some of the penetrations 
( about +5°C). 

4. SUr-ttARY AND CONCLUSIONS 
The high reflectivities, which sometimes 

exceeded the usual 55 dBz limit set for the 

T-28, are not necessarily related to hail in 

the COHMEX storms. Instead, large numbers of 

millimeter-size particles were found, while 

the hail infrequently encountered was 

generally small. The fact that the larger 

hydrometeors were usually found in narrow and 

weak updrafts that appeared to be well mixed 

suggests that a coalescence mechanism may have 
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been active in many of the storms. The depth 

of warm cloud (typically ~3.5 km) present in 

these storms apparently allows ample time for 

particles to reach the observed millimeter 

sizes. Furthermore, the presence of cloud 

droplets in the largest sizes measured 

supports this mechanism. 

Ice processes certainly play a role in the 

precipitation development also; most clouds 

were characterized by extremely deep convec­

tion, where high reflectivities extended to 

very cold temperatures at great heights. 

Nevertheless, hail was probably unable to grow 

very large in these storms because the high 

concentrations of observed growth centers 

suggest a natural beneficial competition pro­

cess. This would tend to keep the hail small 

even with stronger updrafts (DENNIS, 1980). 

Furthermore, particles would not be expected 

to remain in the updrafts long enough to 

develop into large hail and the updrafts 

would become loaded due to the high precipi­

tation mass concentrations. 
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P.S. RAY AND S.L. LANG 
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1. INTRODUCTION 

This study focuses on the mi crophysi cal and 

electrical evolution of a thunderstorm over 

the Magdalena Mountains of central New 

Mexico on 31 July 1984. The storm hi story 

is revealed by multiple Doppler and in-situ 

data collected during the TRIP field 

program, in which two of the authors (CLZ 

and PSR) participated as Doppler radar 

coordinators. The relative importance of 

various charge separation mechanisms is 

evaluated by comparing electric field 

measurements from a penetrating aircraft 

with corresponding fields derived from a 

numerical cloud model at the specified times 

and locations of a particular aircraft 

observation. The detailed verification of 

forecast cloud properties provides an objec­

tive basis for evaluating the charge separa­

tion mechanisms and their numerical 

representation. 

2. METHOD 

A kinematic numerical cloud model (Ziegler, 

1985) assimilates the three-dimensional, 

time-spaced multiple Doppler wind analyses 

and retrieves the distributions of 

temperature, vapor, cloud water and ice, 

rain, snow, and graupel/hail in the storm. 

A simultaneous set of continuity equations 

are solved for the hydrometeor space charge 

densities (Ziegler et al, 1986~ Helsdon and 

Farley, 1987). 

The charge separation mechanisms are 

modified form of the Helsdon and Farley 

(1987) parameterization. The current study 

focuses initially on the non-inductive 

mechanisms involving rebounding collisions 

of graupel with ice crystals. Additional 

numerical experiments to evaluate the role 

of induction charging between graupel and 

cloud droplets are being conducted. Three 

model sensitivity tests have been performed 

with charging sign reversal temperatures of 

0, -10, and -20°C. The latter case is 

represented using the Ziegler et . al (1986) 

parameterization. A charge of 10-13c is 

separated by rebounding collisions involving 

snow crystals when the inductive mechanism 

is assumed to be inactive: the corresponding 

value for cloud ice crystals is 10-l6c. In 

a fourth sensitivity test which combines 

inductive and non-inductive charging, a 

graupel/snow non-inductive charge transfer 

of 10-14c is assumed. 

3. RESULTS 

Measurements of temperature, hydrometeor 

content, vertical motion, and electric field 

strength within the storm are provided by 

coordinated penetrations by the NCAR/NOAA 

sailplane and the New Mexico Institute of 

Mines and Technology SPTVAR powered 

glider. The NCAR Multiple Aircraft Posi-

tioning System (MAPS) provides (x,y,z) 

aircraft coordinates accurate to within 

several hundred meters. Additional electric 
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field information is available from a sur­

face field mill at Langmuir Laboratory. 

Radial particle velocity and reflectivity 

data from the NCAR CP3, NCAR CP4, and NOAA D 

Doppler radars are used to synthesize the 

three-dimensional airflow field at 3 min 

intervals over the peri ad of greatest storm 

growth between 1134 and 1152 MST. Fields of 

reflectivity and updraft at 1152, depicted 

in Fig. la, indicate that three horizontally 

distinct regions of precipitation and up-

draft are present. Good agreement is noted 

between analyzed and measured updraft 

strength along the sailplane penetration 

(Fig. lb). Inspection of the time-spaced 

analyses shows that the small eastern eel l 

is in a state of gradual decay, while the 

western ce 11 is vigorously i ntens ifyi ng from 

extremes of 35 dBZ and 5 m s-1 to about 50 

dBZ and 15 ms -1 

The cloud model has been integrated forward 

in time with assimilation of the time-spaced 

three-dimensional wind analyses from 1134 to 

1152. The initial fields are a steady-state 

model solution using fixed graupel content 

estimated from measured reflectivity. The 

modeled western cell intensifies from 35 dBZ 

to nearly 50 dBZ, while the modeled eastern 

ce 11 gradually decays. Modeled and observed 

peak reflectivities are within 5 dBZ over 

the course of integration. Fig. 2 reveals 

modeled and observed electrical parameters, 

both within the vertical cross-section A-B 

(located in Fig. la) and along the sailplane 

flight path. In this test with non­

; nducti ve, negative graupel charging only, 

the modeled vertical electric field locally 

approached -100 kV m - 1• Negative charge, 

which resides on graupel and graupel 

meltwater, predominates below the 

penetration temperature of about -18° C, 

while positive charge on snow and cloud ice 

crystals predominates above that level. The 
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sensitivity tests reveal that the charge and 

electric field dipole rises with the assumed 

reversal temperature. When the reversal 

temperature is -20°C, the modeled vertical 

electric field becomes positive during the 

first min of the sailplane penetration. 

Provided that other charging mechanisms are 

not important, this contradiction of 

observati ans suggests that the actual rever­

sal temperature may be warmer. 

4. DISCUSSION 

Comparison of the modeled and observed 

vertical electric field component along the 

sailplane traverse suggests that a strong 

non-inductive charge separation mechanism, 

characterized by a relatively large charge 

separated per collision and a uniform sign 

of charging, is capable of explaining the 

cell-scale electric field without recourse 

to inductive or other mechanisms. The 

existence of significant localized differ­

ences between the observed and (non­

inductively) modeled vertical electric field 

component over horizontal di stances of 500-

1000 m suggest that additional mechanisms 

may become significant on these fine 

seal es. Such sma 11 seal e space charge and 

electric field structures could conceivably 

arise by unresolved flux convergence of 

existing space charge, variability of the 

non-inductive charge reversal temperature, 

or the superposition of the inductive and 

non-inductive mechanisms. Preliminary 

sensitivity tests with combined charging 

suggest that the non-inductive mechanism 

provides a cloud-scale dipole, which the 

induction mechanism l oca 11 y i ntens ifi es to 

produce realistic fine-scale structure. 
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1. INTRODUCTION 
During the summer of 1984, extensive obser­

vations were made on thunderstorms that formed 
in the vicinity of Langmuir Laboratory, near So­
corro, New Mexico. Langmuir Laboratory is lo­
cated at 3222 m MSL in the Magdalena Mountains, 
surrounded by a plain that is about 1500 m MSL. 
During the summer months storms frequently form 
over the mountain, making it an ideal laboratory 
for the deployment of fixed facilities needed to study 
the properties of small thunderstorms, including the 
generation of electrical fields. Two of the authors, 
Ray and Ziegler, were radar coordinators during 
this period. 

A storm that occurred over the mountain in 
1979 has been studied by ZIEGLER et al. (1986) 
using observations from a single Doppler radar. The 
wind field was deduced and employed in a one­
dimensional microphysical model to produce the 
time varying temperature, water substance, space 
charge density, and axial electric field in the updraft 
region. 

Among other noteworthy papers on these 
storms, DYE et al. (1988) discusses data from the 
NCAR sailplane and the New Mexico Institute of 
Mining and Technology SPTVAR aircraft from a 
storm that occurred on 3 August, 1984, one of the 
days reported in this study. They found a narrow 
(500 m) region of charge near cloud top. They found 
this region to be composed of supercooled liquid wa­
ter and ice, including graupel. Because initial elec­
trification coincided with regions where ice-particle 
concentrations, sizes and collision rates were large, 
it was suggested that charge generation occurred 
through a precipitation-based mechanism. 

The observation that charging may be due to 
a precipitation-based mechanism clearly indicates 
the value of having an accurate description of the 
wind field and a three-dimensional description of 
the precipitation field in which there is phase dis­
crimination. A method that shows promise of being 
able to provide such a description, which uses wind 
fields derived from Doppler radar data, is described 
below. 

3Present affiliation: General Sciences Corporation, Laurel, 
Maryland 20707 
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2. OBSERVATIONS 
The principal observation we discuss is of the 

winds that are derived from data taken from four 
Doppler radars. The two NCAR radars operate at 
a wavelength near 5 cm, and the two NOAA radars 
use a wavelength near 3 cm. The radar locations 
are given in Fig. 1, with the local topography con­
toured. 

On 31 July, storms formed shortly after 1000 
MST and on 3 August, they formed shortly after 
noon MST. In both cases, storms persisted until 
about 1330 MST. The radar observations are syn­
thesized as described in Ray et al. (1980), with 
downward integration used and no variational ad­
justment employed. This is because the mountain­
top terrain provided no reliable lower-boundary 
condition. Wind fields were synthesized every three 
minutes for a period of about 45 minutes on 31 July 
and 1.25 hours on 3 August. This is a total of 45 
separate analyses. The time-height cross section of 
maximum reflectivity and maximum vertical veloc­
ity for each day is given in Figs. 2 and 3, respec­
tively. For both days the maximum reflectivities 
exceeded 45 dB Z. 
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Fig. 1. Radar locations surrounding the Magdelana 
Mountains where Langmuir Laboratory is located. Ele­
vation is contoured in km MSL. Box represents sample 
analysis region to illustrate analysis domain size. 



The reflectivity and vertical velocity patterns 
in Fig. 2 contain maxima at 1134, 1155, and 1209 
for an average period of 15 minutes. Fig. 3 reveals at 
least two readily-discernable updrafts, one near the 
time of 1230 and the other near 1242. The peaks 
in the 35 dBZ contour are separated by 15 min­
utes, similar to the observations of ZIEGLER et al. 
(1986) for another storm over Langmuir. In this 
storm there was a periodic enhancement of the re­
flectivity field and a deduced corresponding updraft 
that occurred nearly every 12 minutes. It is appar­
ent that these storms persist by a nearly continuous 
redevelopment. 

Maximum storm tops ( defined by the 15 dBZ 
contour) were 9.5, 9.5 and 8.0 km above Langmuir 
for the 7 August (1979), 31 July, and 3 August 
cases, respectively. Using single Doppler radar, 
maximum vertical velocites between 15 and 20 m 
s-1 were inferred for the the 1979 case studied by 
ZIEGLER et al. (1986). During the nominal 1155 
analysis time the radars were in a RHI scanning 
mode that did not include the storm core. There­
fore, the properties over this important interval 
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Fig. 2. Time height cross section of (a) maximum 
reflectivity and (b) vertical velocity for a storm that oc­
curred on 31 July, 1984. The time interval extends from 
1216 to 1331 MST. Reflectivity is contoured in 5 dBZ 
increments and the vertical velocity in 2 m s-1 intervals. 

were subjectively estimated and are represented by 
dashed lines in Fig. 3. On 31 July, the maximum 
vertical velocities were about 17 m s-1 , while they 
were only 10 m s-1 on 3 August, demonstrating a 
consistent relationship between storm top and up­
draft speed. The multiple-Doppler radar derived 
horizontal wind fields displayed divergence patterns 
at the storm top similar to those inferred for the 
1979 storm. The reflectivity maxima with height in 
the 3 August case, propagate at an implied speed of 
about 10 m s-1 , as also deduced for the 1979 case. 
Given the similarities between the inferred wind 
fields for the 1979 storm and those that were de­
duced in the 1984 storms, it is expected that many 
of the conclusions reached for the earlier storm will 
also be valid in the more recent data. 

To illustrate some of the evolution aspects of 
this convection, a vertical reflectivity and wind cross 
sections for 1243 MST is presented in Fig. 4. The 
cross section transects the reflectivity core and is 
oriented in an east-west direction, with the view 
from the south. From Fig. 3, it is clear that this 
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Fig. 3. Time height cross section of (a) maximum 
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Fig. 4. East-West vertical cross section through 3 
August storm at 1243 MST. Reflectivity is contoured in 
10 dBZ increments, and the winds are storm relative. 

is during the period of maximum growth, and near 
the time reported in Dye et al. (1988). Over the 
preceding three-minute period the storm grew 500 
min the vertical as the low-level reflectivity maxi­
mum grew and expanded. Three minutes later the 
maximum reflectivity increased to 50 dBZ. Veloc­
ity fields such as these will be used to derived the 
consistent fields of water. 
3. MICROPHYSICAL RESULTS 

The microphysical model is based upon that 
formulated after ZIEGLER (1985). A system of 
continuity equations is solved for the temporal and 
spatial changes in the model variables. The model 
domain spans 30 gridpoints in the horizontal direc­
tions, and 20 in the vertical, with a grid spacing 
of 500 m in all directions. To initialize the model, 
local soundings were used to derive the conditions 
that were believed to exist at the time of the con­
vective activity. A cloud and precipitation-free en­
vironment was initially assumed, with the micro­
physical fields allowed to develop to a condition of 
balance with the prescribed wind field. Additional 
model details can be found in ZIEGLER (1985), 
and ZIEGLER et al. (1986). 

The mixing ratios of snow and graupel are 
shown in an east-west cross section in Fig. 5. Liq­
uid water is present in the region where snow and 
graupel coexist. There is some evidence that these 
conditions promote rapid electrification (DYE et al. 
(1988)). The evolution of these fields in three di­
mensions can provide the basis for a more system­
atic assessment of active precipitation and electrical 
processes within storms. 
4. DISCUSSION 

The combined use of in situ and remote sensors 
is required to adequately describe the microphysical 
and electrical state of convection. The promise of 
fields derived from the synthesis of multiple-Doppler 
radar data to lend insight into the details of micro-
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physical and electrical processes, is just being re­
alized. Key to the eventual success is the active 
intercomparison between different sensors, each of 
which is characterized by a unique set of capabilities 
and limitations. 

ACKNOWLEDGEMENTS 

Assistance in figure preparation and discus­
sions on analysis procedures by Dr. Kenneth John­
son is appreciated. Partial support for the prepa­
rations was provided by NSF Grants ATM 8604143 
and ATM 8619957 to Florida State University, and 
by the Department of Energy Contract No. DE­
Fco5-85ER250000 to the Florida State University 
Supercomputer Computations Research Institute. 

REFERENCES 
DYE, J. E., J. J. JONES, A. J. WEINHEIMER, 

and W. P. WINN: Observations within two re­
gions of charge during initial thunderstorm elec­
trification. J. Atmos. Sci., 45 (1988). 

RAY, P. S., C. L. ZIEGLER, W. BUMGARNER, 
and R. J. SERAFIN: Single- and multiple­
Doppler radar observations of tornadic storms. 
Mon. Wea. Rev., 108 (1980), 1607-1625. 

ZIEGLER, C. L.: Retrieval of thermal and mi­
crophysical variables in observed convective 
storms. Part I: Model development and pre­
liminary testing. J. Atmos. Sci., 42 (1985), 
1487-1509. 

ZIEGLER, C. L., P. S. RAY, and D. R. MAC­
GORMAN: Relations of kinematic, microphys­
icals, and electrification in an isolated moun­
tain thunderstorm. J. Atmos. Sci., 43 (1986), 
2098-2114. 



ON THE ROLE OF PRECIPITATION IN MAINTENANCE OF DOWNDRAFTS 

IN CUMULONIMBUS CLOUDS 

Hanna P awlowska-Mankiewicz 

Institute of Geophysics, Warsaw University 

1. INTRODUCTION 

The physics of downdraft has been a subject to many 

investigations. First measurements were conducted 

during the Thunderstorm Project, when Byers and 

Braham (1949) identified a cold downdraft (i.e. colder 

than environment) as a distinct and important entity in 

the life of the thunderstorm, observable in the middle 

and lower parts of the cloud. They attributed the de­

velopment of a downdraft to the precipitation drag and 

its evaporation as well as entraiment of environmental 

air with low equivalent - potential temperature. 

Kamburova and Ludlam (1966) showed however that 

cooling of downdraft by evaporation of relatively large 

raindrops usually prevailing in heavy rains is not suf­

ficient to maintain conspicuous downdrafts in Cumu­

lonimbus, except when stratification is close to dry 

adiabatic. Thus some effective sources of fast evapo­

rating small droplets had to be found in order to give 

adequate explanations for intensive cold downdrafts. 

Looking for such sources Haman (1973) and Haman 

and Niewiadomski (1980) found that in a certain range 

of aerological situations entrainment of an updraft air 

rich in small droplets can sustain an intensive and cold 

downdraft, but only in the middle region of a cloud. 

Pawlowska (1987) showed that evaporation of liquid 

water entrained from the updraft in the presence of air 

with low equivalent- potential temperature entrained 

from environment may lead to sufficient cooling. Fur­

thermore Srivastava (1987) draw attention to the role 

of ice melting in the process of cooling of a downdraft. 

In numerical models the precipitation is often treated 

in parameterized form. The most common parameter­

ization is due to Kessler (1969). Since this parameteri­

zation overestimates the number of small droplets, one 

might fear that it may also overestimate evaporative 

cooling and lead to development of artificial downdrafts 

in the models. 

This paper attempts to check if evaporation of small 

droplets present in the precipitation can cool the down­

draft strongly enough to sustain a negative buoyancy. 

We would like also to answer the question if Kessler 

parametrization can be safely used in numerical 

models. 

2. NUMERICAL EXPERIMENTS 

In order to investigate the effect of precipitation on the 

dynamics of downdrafts a number of numerical exper­

iments with one dimensional steady-state model was 

performed. To make the analysis of physical mecha­

nisms responsible for the development of downdraft as 

clear as possible we simplified the starting point for our 

experiment and assumed that the only forces acting on 

downdraft were buoyancy and precipitation drag. We 

neglected the entrainment of mass from environment, 

but it was checked that considering it makes little dif­

ference to the main conclusions. The rainwater was de­

scribed in two different ways. The first referred later as 

"bulk model" is the well known Kessler parameteriza­

tion assuming that coalescence and breakup are quick 

enough to maintain the Marshall-Palmer type distribu­

tion, i.e. that 

n(D) = Noexp(->..D) (1) 

where n(D) dD is the number of drops of diameter be­

tween D and D + dD per unit volume of space, No 

and >.. are parameters of the distribution. >.. is held 

constant during each run of experiments. This as­

sumption is considered appropriate for heavy rainfall 

(see Hodson (1986)). Another approach is a model 

of non-interacting raindrop classes called further "de­

tailed model". All raindrops in each class have the 

same size which can change only due to evaporation 

and condensation. One can expect that these two mod­

els represent two limits of what can occur in a real 
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cloud. The calculations with the detailed model were 

performed for 15 raindrop classes with initial concen­

trations resulting from the same Marshall-Palmer dis­

tribution (1), as in the bulk model at the starting level 

of the downdraft. The additional experiments showed 

that increasing the number of classes does not change 

significantly the conclusions but raises the computa­

tional costs. 

The concentration N(D) ( expressed as number of par­

ticles per unit volume of air) in each class of drops 

changes with height z according to the equation 

dN N (w dp dv(D)) 
dz = w - v(D) p dz + -;f;- (2) 

where w - vertical velocity of a downdraft (negative), 

v(D) - free-fall velocity of drop of diameter D, p - density 

of air. Let us notice that this equation includes the 

effect of three-dimensional convergence on the droplet 

concentration. 
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Figure 1: Profiles of downdraft velocity (a), rainwater mixing 

ratio (b) and temperature deficit ( c) as predicted by the de­

tailed model (solid line) and bulk model ( dashed line). Envi­

ronmental stratification parameter k = 0.3. The parameters 

of initial Marshall-Palmer distribution: No = 26 • 106m-4 and 

A = 2100m- 1 correspond to rainfall rate equal 170 mm/hat the 

top of the downdraft column. The initial relative humidity in 

the downdraft is equal to zero. 

A typical example of experiment is given below. The 

downdraft develops in steady hydrostatic environment 

with relative humidity 70% and temperature stratifica­

tion T computed in centigrade from the following for­
mulae 
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T(z) = 17.5+ J,z fdz 
1000m 

(3) 

r = r w + k (rd - r w) (4) 

where rd, fw, rare dry adiabatic, wet adiabatic and 

environmental temperature lapse rate respectively and 

k is an assumed constant. Pressure at 1000m equals 

900hPa. The downdraft starts at 7000m with initial 

velocity w = -3m/s, with no liquid water and the tem­

perature To the same as in the environment. 

On figs. 1 and 2 the profiles of downdraft velocity, pre­

cipitation mixing ratio and temperature deficit from 

two runs of the bulk and detailed model are compared. 

The temperature deficit is very similar in both mod­

els so only the result for the detailed model is shown. 

Both models give nearly the same shapes of downdraft 

velocity profiles although the bulk model gives slightly 

smaller values. In the bulk model the precipitation 

mixing ratio diminishes during the process of evapora­

tion i.e. downstream the draft. In the detailed model 

the droplets also evaporate, even to disappearance of 

some classes. 
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Figure 2: Similar to fig. 1 except the relative humidity is equal 

to 70%. 

However a convergence of free-fall velocity (second term 

in the parenthesis of eq.2) causes an increase of concen­

tration particularly in the small-size side of the spec­

trum. This effect of gravitational sorting is omitted 

in the Kessler parametrization. Because of the conver­

gence of free-fall velocity in the detailed model the re­

sulting drop spectrum deviates less from the Marshall­

Palmer type than it would occur in the absence of grav-



itational sedimentation. The decrease of the precipita­

tion mixing ratio downstream is smaller than in the 

bulk model (see figs. lb and 2b). 
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Figure 3: Profiles of downdraft velocity (a), rainwater mixing 

ratio (b) and temperature deficit (c) as predicted by the de­

tailed model (solid line) and bulk model (dashed line). Envi­

ronmental stratification parameter k = 0.9. The parameters 

of initial Marshall-Palmer distribution: No = 25 . 105m-4 and 

A= 2100m-1 correspond to rainfall rate equal 15 mm/hat the 

top of the downdraft column. The initial relative humidity in 

the downdraft is equal to zero. 

This in turn gives stronger evaporative cooling in the 

detailed model despite of seemingly less convenient 

structure of the droplet spectrum (i.e. relatively fewer 

small droplets). As a result the downdraft that de­

velops under the buoyancy and precipitation load is 

more intensive in the detailed model. Nevertheless it 

seems that neither Kessler parameterization nor de­

tailed description do not produce the cold downdraft 

unless the stratification is close to dry adiabatic (see 

fig.3) although warm downdrafts may develop also in 

more stable conditions under drag of sufficiently heavy 

rainfall (100- 200 mm/h) (see figs. 1 and 2). 

3. SUMMARY AND CONCLUSIONS 

We carried out some numerical experiments for one­

dimensional steady- state downdraft with two differ­

ent descriptions of precipitation: Kessler parameteri­

zation and discrete description of non-interacting rain­

drop classes. Both models give fairly similar shapes 

of downdraft velocity profiles but velocity is slightly 

greater in the second model. It results from greater pre­

cipitation mixing ratio in this case. The main reason 

for it is the convergence of free- fall velocity which af­

fect the droplet concentration in the detailed model but 

it is absent in the Kessler parameterization. Thus the 

fear mentioned in the introduction that Kessler param­

eterization may overestimate evaporative cooling and 

produce false downdrafts in the model seems baseless. 

The numerical experiments show that in that respect 

this parameterization is fairly safe in modeling of Cb 

downdrafts. However in neither parameterization cold, 

precipitation driven downdraft can persist unless the 

stratification is close to dry adiabatic. This confirms 

once more the earlier suggestions (see Haman (1973), 

Haman and Niewiadomski (1980), Pawlowska (1987), 

Srivastava (1987)) that cold, persistent downdraft ob­

served above the base of Cumulonimbus cloud have yet 

other reasons than rainfall evaporation and drag. 
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INFLUENCE OF THUNDERSTORM-GENERATED ACOUSTIC 

WAVE ON COAGULATION 

* Mladjen curie and Zlatko Vukovic 
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1. INTRODUCTION 

Although many microphysical processes 

causing the precipitation are known 

(Langmuir, 1948, Robertson, 1974, 

Whelpdale and List, 1971), causal and 

consequent connection between strong 

thundering and intensity of rain is not 

completely known. 

A great number of modern researchers 

have paid their full attention to ex­

plain the observed sequences. Thus 

they have investigated the influence 

of electric forces in a cloud to the 

rainfall occurrence or enhancement 

(Vonnegut and Moore, 1960, Moore et al., 

1964, Paluch, 1970, Dayan and Gallely, 

1975, etc.). Both theoretical and 

experimental results show a more effi­

cient collision in cloud electrical 

field. However, the sequences of events 

are not uniformly determined. 

The objective of this paper is to for­

mulate a procedure that can be used to 

calculate the contribution of the 

acoustic waves generated by electrical 

discharges to the occurrence or enhan­

cement of rain. Thus the coagulation 

acoustic coefficient will be found. 

2. PROBLEM FORMULATION 

The lightning channel will be consi­

dered vertical in shape of a cilinder 

with a base radius d. The cloud chara­

cteristics are axial-symetrical refer­

ing to the lightning channel. It will 

also be assumed that a cloud is com-
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posed of still water drops. An energy 

is released in the lightning channel 

that is further consumed for the liquid 

water evaporation as well as for the 

increase of air temperature. The rest 

of the energy is consumed for spreading 

the over-pressure front. Further spre­

ading of the front causes the energetic 

transformation in the relation front -

medium. The final result is that be­

side air cloud drops receive a certain 

amount of the kinetic energy. Because 

of that, the drops will obtain some 

velocities that are proportional to 

the drop sizes. Faster drops will come 

across the slower ones and this will 

create the conditions for coagulation 

growth. This growth will be called 

acoustic coagulation. 

3. EQUATIONS OF CLOUD DROP MOTION 

IN ACOUSTIC FIELD 

In order to describe the cloud drops 

motion, it is necessary to consider the 

motion under the direct influence of 

the over-pressure front as well as the 

motion after the front passage. The 

final movement velocities of the first 

type will be the initial velocities 

for the second type of movement. 

Under the above mentioned conditions, 

the equation of spreading the density 

of wave front energy in horizontal di­

rection r is given by: 

Eo -k(r-d) 
E = 2TTr e ( 1) 

where E
0 

is the initial front energy 



while k is the acoustic attenuation 

coefficient by the cloud medium 

through which the front is spreading. 

The cloud represents a composition of 

gaseous and liquid phase. The gaseous 

phase is refered to as the saturated 

air while the liquid one is composed 

of cloud drops. In this case, the 

attenuation coefficient k can be presen­

ted as a sum of coefficients of gaseous 

and liquid phase: k=kg+kt. By differen­

tiation (1) we get: 

dE (2) 

The left side refers to the changes of 

front energy density, while the right 

one concerns the terms causing a 

decrease in energy density. The first 

term comes from volume spreading within 

which the frontal exists, the second 

and the third concern the attenuation 

by liquid and gaseous phase. The last 

two terms describe the increments of 

the kinetic energy of the saturated 

ensemble of cloud drops because of the 

front passage. 

We presume that 

and 

k E 
g 

m mv2 

f m f (m) dm 
2 

m 
0 

(3) 

(4) 

where Sis the air density, Uthe air 

velocity immediately after the front 

passage at the distance r from the 

lightning channel axis; V velocity of 
m 

cloud drop mass m immediately after 

front passage; m
0 

and m the smallest 

and the largest mass in cloud drop 

spectrum; f(m) number of drops of a 

given mass. 

In order to establish the form of de­

pendence of the drop velocity V to its 
X 

mass (dimension) and distance r, we 

should consider the spherical drop of 

the mass x with corresponding radius 

R in unit air volume at the distance r. 

The approach of the acoustic wave front 

to the zone where the drop is located 

causes the change in initial pressure 

field. This may be described by the 

empiric formula 

t 
t t 0 P(r,t) = p(r) (1- t) e ( 5) 

0 

Thus we describe the existance of the 

over-pressure at the distance r lasting 

to a certain moment t after which there 
0 

is the under-pressure having an irrele-

vant small value refering to the over­

-pressure amplitude. 

The equation of a single drop motion 

under the acoustic wave front is given 

by the relation 

dV 
m 

m dt = S P(r,t) ( 6) 

where Sis the cross-section area of 

the spherical drop with radius R. Using 

the integration from the zero moment 

when the drop is moved from the static 

phase up 

there is 

turbance 

velocity 

to the moment t 1 after which 

no effect of the pressure dis­

force when the drop has the 

V (t1 ), we get 

(7) 

To solve the equation (7) it is neces­

sary to known the product value G which 

is achieved by replacing (7) in (4) with 

the choice of Khrgian-Mazin distribution 

of drop masses (Edwin and Chin, 1972). 

Then it follows the expression for 

cloud drop velocity immediately after 

the acoustic front passage 

V 
m 

-1/3 = A B(r) m 
m 

(8) 
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where A and B are some defined values. the acoustic coagulation given by the m r 

After the front passage, the following 

motion equation will be valid for the 

cloud drops 

(9) 

where: n coefficient of dynamic visco­

sity; Cd coefficient of resistance 

force; NRe Reynolds number. 

In order to determine the velocity 

changes of the surrounding air, the 

law of energy conservation is used: 

m mv2 
(t) 

kE ½ pU
2

(t)+J ~ f(m,t)dm+Ed(t) 
mo 

(10) 

The system of equations (8)-(10) is 

closed so we can get velocities of the 

drops of different masses and distances 

r in time function t. 

4. EQUATION OF CLOUD DROP COAGULATION 

GROWTH IN ACOUSTIC FIELD 

To describe the cloud drop growth we use 

the modified equation of stochastic 

growth (Berry, 1967) given by 

clf(m,t) 1 m 
clt = 2 J f(m,t)f(m-y,t)Ka(y,m-y)dy-

o 

-f(m,t) J f(y,t)Ka(m,y)dy-f(m,t)P(m) + 
0 

00 

+ f f(y,t)Q(y,m)P(y)dy 
m 

(11) 

The collection kernel is symetrical 

function of its arguments and is given 

by the expression (Berry, 1967) 

(12) 

where m,y and V, V are the masses and m y 
corresponding drop velocities, respec-

tively, E is collision efficiency of 
a 
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product of collision coefficients E' 

and coefficients of drop joining effi­

ciency that were in collision Ec 

E E' E 
a C 
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SATELLITE-SURFACE LINKAGE TO ESTIMATE 

MID-LATITUDINAL PRECIPITATION FEATURES 

Margit Scholl 

Institute for Geophysical Sciences 

Freie Universitat Berlin 

ABSTRACT: 

Preliminary results 

of a combination 

cloud properties 

will be presented 

of surface-observed 

and METEOSAT-based 

VIS, IR, WV spectral-band information 

accomplished to derive the distribu­

tion of precipitation in more detail. 

The concept bases on help from a-pri­

ori bottom-up actual weather reports 

in order to get thresholds for the 

top-down low-resolvent retrievals. 

The scheme is applied to Western Cen­

tral Europe during an acid wet deposi­

tion episode in 1982; insufficiencies 

and possible improvements of the 

method will be discussed. 

1. THE IDEA 

Surface observations are the main 

source of accurate meteorological 

information on lower tropospheric 

levels. Therefore surface-observed 

weather informations should be ex­

ploited to gain general a-priori-know­

ledge for combination and comparison 

with data from other observational 

methods. Especially METEOSAT satellite 

imagery seems to be usable with its 

multispectral channels scanning the 

earth disc every half an hour. It is a 

common characteristic of both bottom­

up and top-down observational methods 

that cloud parameters cannot be de­

rived completely from either source: 

Higher cloud systems may be masked by 

lower cloud decks in surface reports 

whereas lower-layer information may be 

unobtainable from satellite images due 

to occultation by higher clouds. Thus, 

to examine the complex dynamics of 

multi-layered clouds, both data-sets 

should actually be used to supplement 

each other. 

The utilization of further indirect 

meteorological information (like radar 

or NOAA-channel-3 radiances) might be 

useful or even necessary in order to 

get most possible insight into weather 

phenomena. However, besides human 

visual and computer system capacity, 

the coordination of "as much informa­

tion as possible" depends on the 

availability of those data in digital 

form for the investigated period and 

on significant cross-linked integra­

tion techniques. Therefore, as a first 

step, the work sketched in this paper 

bases only on linkage of surface ob­

servations and METEOSAT data. Actual 

thresholds are obtained from the 

direct linkage and are then applied to 

regions with sparse surface reports. 

2. THE APPLICATION 

Background of the investigated time 

period (20.2.-1.3.1982) and area (Wes­

tern Central Europe) is a project 

supported by the Umweltbundesamt, 

dealing with a tropospherical long­

range transport model of acidifying 

substances with grid cell sizes of 

63.5 * 63.5 km 2 (STERN et. al., 1987). 

Within the analysed episode, air pol­

lutants are accumulated over Western 

Central Europe, dispersed and trans­

ported during high pressure periods, 
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and were rained out and/or washed out 

by frontal precipitation (SCHERER and 

SCHOLL, 1986a and 1986b). Besides mist 

and fog, 

pitation 

type and intensity of preci-

are important components 

which influence 

efficiency of 

Pr1::;cipitation 

the distribution and 

acid wet deposition. 

features adrai t great 

spatial and temporal variability. Two 

:i11ain questions in this study are: How 

do actual precipitation patterns chan­

g~ Jn the vicinity of an observed re-

port representing a "point-informa-

And, in co~parison with model 

results, which predications can be 

made fer grid cell precipitation? 

3. THE CONCEPT 

The first ~ain aspect is to discrimi­

nate precipitating cloud areas and 

non-precipitating clouds. To do this 

for complex mid-latitudinal weather 

situations including frontal passages, 

it seem to be an advantage to exploit 

all three METEOSAT channels simultan­

ously in order to determine a "thresh­

old-tripel" for a sp,:ocific meteorolo­

gical situation indicated by a surface 

report. .A.s can be seen from Fig. 1, 

mid-latitudinal rain observed at the 

ground is not necessarily associated 

with IR-cloud-top-temperatures colder 

than 0°C. Hence, a one-channel thresh­

old is not sufficient (SCHOLL, 1986A). 

While for surface observations a "ra-

dius of included information" depends 

on the observed cloud base heights, 

METEOSAT pixel resolution varies ac-

cording to the satellite viewing 

angle. Thus, multispectral radiance 

information of only the nearest pixel 

may mostly correspond with a surface 

report. However, such observed "point­

information" may also be usable for 

the neighbourhood of the station re­

port. Therefore also the nearest 3*3 
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Fig. 1 Plotted parts of the VIS-, 

IR- and WV-images and surface-observed 

actual weather reports. 



pixels are used to derive a multispec­

tral mean radiance. The deviation then 

charadterizes this pixel-area as 

cloud-free, partly cloudy or overcast. 

It is obvious that this combination 

needs correctly located picture ele­

ments which was done by utilizing the 

Interactive System Meteorology (ISM) 

of the DFVLR (SCHOLL, 1986b). However, 

even with optimal navigation there 

exists a geometrical "mispositioning" 

of clouds (ERIKSSON, 1987) which has 

to be corrected for a ground "truth" 

comparison. Moreover, the VIS-radian­

ces are normalized to eliminate the 

solar zenith angle. Atmospheric cor­

rection is neglected for this case of 

mid-latitudinal clouds in a winter 

atmosphere. 

In a first simple step, total cloud 

cover observations N=0 and N=8 as well 

as actual weather codes (ww) greater 

than 50 are used to mark pixel charac­

teristics. The procedure is then sub­

divided according to further surface­

observed cloud properties. Plots of 

selected, three-hourly cloud proper­

ties for the whole period are sum­

marized in SCHOLL (1987). For grid 

cell estimations, an objective verti­

cal analysis is available (REIMER, 

1980). Additional a-priori knowledge 

like topography, coastal effects, 

influence of wind as well as vorticity 

may be included furtheron. 
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1. INI'RODTJ:TION 

In recent years rainfall estiniation studies 

have been carried out at the European Space 

Operations Centre (ESOC) using the E.SOC 

Precipitation Index (EPI) (TURPEINEN ET AL., 

19877 TURPEINEN Al:ID DIALLO, 1988). 

The purpose of this paper is to report the 

ma.in results of the studies on (i) the geo­

graphical applicability of the EPI and (ii) 

tl1e seasonal behaviour of the precipitation 

estiniates. 

2. DATA AND ~OD USED 

Both, satellite and ground truth data, have 

been collected for two test periods: 

(i) October 1985 - December 1985 from Cote 

d'Ivoire, Kenya, l'brocco, Senegal and 

Tunisia to study the geographical 

applicability. 

(ii) October 1985 - September 1986 fran 

Burkina Faso to study the seasonal 

variations of the accuracy of the 

estiniates. 

Burkina Faso, Cote d'Ivoire, Kenya and 

Senegal lie in the tropical region, exposed 

to convective rainfall from ITCZ. l'brocco 

and Tunisia are located in the subtropical 

zone, where frontal passages are fairly 

frequent in winter. 

2.1 DATA 

The satellite data consist of the precipita­

tion indices EPI, based on a cloud indexing 

technique assuming ~t the larger the cold 

cloud core, the heavier the rainfall. The 
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detailed description of the EPI, given by 

TURPEINEN ET AL. (1987), will not be repea­

ted7 only the main features will be s\.lilllE.­

rized briefly: 

(i) A fractional cloud cover for the effec­

tive black-body temperature colder than 

235 K, in each Meteosat segment ( 150 x 

150 km2 at the sub-satellite point) is 

counted. 

(ii) The upper tropospheric humidity ( SCHMETZ 

and TURPEINEN 1988) based on the 6.3 

µm--channel is incorporated into the EPI 

by segregating the index into three 

classes according to the upper tropo­

spheric humidity. The sum of all the 

three indices, the non-segregated index, 

is called EPI-all. 

The alx>ve calculations are perfonned every 

three hours and the results are surrmed for 

five days. 

The ground truth data consisted of daily 

records from all regularly operating rain 

gauges from the countries considered. The 

rain-gauges were allocated arrong the segments 

according to their geographical coordinates. 

'Ihe daily mean of observed precipitation was 

calculated for all the segments considered, 

and surrmed over 5 days to render the observed 

precipitation comp:'ltible with the EPI. 

2.2 MITTHOD USED 

The EPI was evaluated by correlating it to 

the observed precipitation. As the linear 

correlation coefficient characterizes the 

dependence between two variables, the EPI was 

converted into rainfall, only if a fair cor­

relation existed between the index and ob-



served rainfall. In the study of the geogra­

phical applicability of the method one sin­

gle regression line v.as used based on the 

largest sample, originating fran Kenya. When 

studying the seasonal behaviour of the esti­

mates, the regression line was obtained fran 

the full year's data frcrn Burkina Faso. The 

accuracy of the estimates was assessed by 

canprring them with the observed rainfall. 

3. RESULTS 

3 .1 GECX;RAPIUCT\L APPLICABILITY 

It is essential to find out whether the EPI 

can be applied both in the tropical and sub­

tropical region. To find out the performance 

of the method, a multiple linear correlation 

v.as calculated between the observed rainfall 

and EPI for five African countries (Table 

1). 

Table 1. Linear correlation coefficient 

between the observed rainfall and 

EPI in the five African countries 

considered in October - December 

1985. The sample sizes are in 

brackets. 

Cote d'Ivoire (48) 0.76 

Kenya (48) 0.76 

M::>rocco (80) 0.07 

Senegal (32) 0.57 

Tunisia (16) 0.32 

The results indicated that a fair multiple 

linear correlation existed between the pre­

cipitation and the EPI in the tropical re­

gim, while in the subtropics the correla­

tion remained low. In M::>rocco the coeffi­

cient was particularly poor due to the 

im:i;:ortance of the orographic relief. As the 

existence of a good multiple correlation is 

prerequisite to the successful estimation of 

the precipitatim, the estimation was re­

stricted to the tropical zone. The estimated 

and observed tropical rainfalls are shown in 

Table 2. 

Table 2. Esti.rnated and observed averaged 

three-rronth rainfall (rrnn) in Cote 

d' Ivoire, Kenya and Senegal ( October 

- December 1985) 

Estimated Observed 

Cote d' Ivoire 

Kenya 

Senegal 

138 167 

194 209 

67 23 

'lhe estimation of the accumulated precipita­

tion was feasible with a reasonable level of 

accuracy in the equatorial belt. In Senegal 

the estimates were not as accurate, probably 

due to cold non-precipitating cirri of fre­

quent occurrence. 

3.2 SEASONAL VARIABILITY 

The seasonal rainfall estimates were assessed 

in Burkina Faso. To gain an insight into the 

observed behaviour of the rainfall, its year­

ly cycle is shown in Figure 1. The solid line 

represents fluctuations of the observed rain­

fall and the dashed line those of the EPI­

all. The EPI-all values were multiplied by an 

arbitrary scaling factor ( 9) , used for a bet­

ter visualisation. The solid line shows that 

three seasons can be distinguished: 

S~OAT PERIODS 

-- OBSERVED PRECIPITATION 

--- 9 X EPl - ALL 

TIME SERJES: PREClPITAT!DN <t EPl-All IRLL SEGMENTS! 

Fig. 1: The variation of the mean 5-day 

rainfall (rnn) (solid line) and EPI-all 

(dashed line) in Burkina Faso during the 

one-year period. 
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(i) predominantly dry from O:::tober till 

the end of February; 

(ii) a period of transition from March till 

early June; 

(iii) rainy season from rnid ,June till Sep­

tember. 

Conpa.ring the tv.D curves in Fig. 2, they 

seem to bear a close resemblance and be -well 

in phase. The magnitudes of the tv.D curves, 

hc,v.ever, differ in a nonconsistent ffi:l.nner: 

during the transition the EPI-all strongly 

exceeds the observed rainfall, whereas all 

through the rainy period the observed and 

estimated rainfall rather overlap. 

The relationship between the EPI and the ob­

served rainfall was investigated rrore quan­

titatively by determining the correlation 

coefficients both for the three seasons and 

the full year. The results are shown in 

Table 3. The correlation is generally high 

except for the rainy reason. 

Table 3. Linear correlatin coefficient 

between the observed rainfall and 

EPI in Burkina Faso for the three 

seasons and the whole year (Oct. 

1985 - Sept. 1986). The sample 

sizes are in brackets. 

Dry season (1%) 0.77 

Transition (126) 0.73 

Rainy season (154) 0.52 

Whole year (476) 0.77 

The regression line used to estimate rain­

fall was based on the largest possible sam­

ple, the full year's data. The results of 

seasonal and annual rain estimation are 

shown in Table 4. The yearly rainfall could 

be estimated to a very high degree of accu­

racy, while the seasonally calculated rains 

experienced larger deviations. Dlring the 

dry season, the estimate was excellent. 

During the transition period the problem of 

non-precipitating cold clouds led to a 100 % 

overestimation of the precipitation. 
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'I'able 4. Estimated and observed averaged 

seasonal and yearly rainfall (rrnn) in 

Burkina Faso (October 1985 - Septem-

ber 1986). 

Estimated Observed 

Dry season 24 16 

Transition 172 83 

Rainy season 412 514 

Whole year 608 612 

The reasons for the deviation were studied in 

a greater detail. The strong overestimation 

could be partly attributed to the abundance 

of thick non-precipitating cirri at the 

leading edge of the ITCZ. Another plausible 

explanation for the underestimation could be 

the strong evaporation caused by dry condi­

tions in the lower layers of the atrrosphere 

during the transition. During the transition 

(April), the mean relative humidity based on 

all the nine synoptic stations of Burkina 

Faso, was only 40 % , whereas in the rainy 

season (July) it reached the value of 74 %. 

4. CONCLUSIONS 

The present stlrly derronstrates the feasibili­

ty to use the EPI to approximate seasonal and 

annual rainfall in the tropical region. The 

estimates providing a continuous spatial and 

temporal coverage will be particularly useful 

in context with climatological prograrrnnes, 

such as the w:RP, in complementing the obser­

vations from the sparse conventional rain 

gauge netv.Drk. 
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Comparisons of Satellite Data with Surface-based Remote 
Sensing Measurements in Utah Winter Orographic Storms 

1. INTRODUCTION 

David C. Rogers 

Dept. Atmospheric Science 
Colorado State Univ. 
Fort Collins, CO 80523, USA 

In recent years, remote sensing techniques 
have seen increased use in studies of winter 
orographic storms. Examples include millimeter 
radar, satellites, radiometers and lidars. 
Millimeter radars are sensitive to small ice 
particles and can be used to determine cloud 
structure (Uttal et al., 1986). Geostationary 
satellites can provide synoptic and mesoscale 
storm overviews and measurements of cloud top 
thermal structure (Reynolds, 1986; Vonder Haar 
et al., 1986). Surface-based dual wavelength 
radiometers provide temporal measurements of 
the liquid and vapor in overlying clouds (Hogg 
et al., 1983; Rauber et al., 1986), and surface 
based lidar provides measurements of cloud ice 
and low level cloud water structure (Sassen et 
al., 1986). In situ measurements by research 
aircraft and surface-based observing systems 
provide detailed descriptions of cloud 
structure within relatively small, well 
defined regions. These in situ measurements 
are complemented by the remote sensing 
observations which typically have much larger 
sample volumes and continuous coverage. 

Remote sensing data obtained during a 
winter storm episode are presented in this 
paper. Comparisons are made concerning the 
structure, composition and evolution of cloud 
features as observed by different techniques. 

2. DATA 

In support of a federal/state weather 
modification and research project in Utah, a 
variety of remote sensing and in situ 
observations were obtained in winter storms 
during February and March 1987. The surface­
based instruments were located in a mountain 
valley on the western (windward) slope of a 
30x50km mountain range. Figure 1 shows the 
terrain cross section through the instrument 
site. The remote sensing instruments included: 

- Ka band (0. 87 cm) reflectivity radar 
operated in vertical mode (0.5° beam 
width, 100 m range bins, 5 s sampling 
interval) 

dual frequency (20.6 and 31.6 GHz) 
steerable microwave radiometer operated in 
both vertkal and azimuth scanning modes 
(2.5° beam width). In scanning mode, the 
radiometer sampled at fixed 25° elevation 
angle and about 1° increments in azimuth. 
Each 360° scan took about 15 minutes. 

- polarization ruby lidar (0.7µm) 

Kenneth Sassen 
Gregory C. Dodd 

Dept. Meteorology 
University of Utah 
Salt Lake City, UT 84112, USA 
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Figure 1 East-West terrain cross section through study area. 
Arrow shows remote sensing instrument site. Cone scanned by 
radiometer is indicated by dash lines. 

50 

Satellite data at infrared (IR, 10-12 µm) and 
visible (0.4-0.7 µm) wavelengths were obtained 
at 30 minute intervals from GOES VISSR. 
Rawinsondes were launched at 3 h intervals 
from two locations 10 and 30 km west of the 
remote sensing instrument site. Precipitation 
rates were measured by seven recording gages 
spaced 3 km apart on an east-west line through 
the instrument site. Surface observations of 
snow particles were also made. 

3. ANALYSIS PROCEDURES 

For this study, we defined radar cloud top 
as the altitude where the top of the radar 
echo became < -20 dBz. The radar is new and 
still under development; estimates of its 
sensitivity may be revised. The altitude error 
in radar cloud top is probably small since the 
vertical gradient of reflectivity is usually 
large near the tops of the clouds studied 
here. Lidar cloud top was defined as the 
highest altitude of returned energy; in heavy 
precipitation or dense water cloud, the lidar 
is strongly attenuated. Cloud top temperature 
(CTT) was derived in three independent ways: 
(1) CTTr from the radar and rawinsonde data, 
(2) CTTL from the lidar and rawinsonde data, 
and (3) CTTs from the satellite IR data 
(assuming emissivity of 1.0). In order to 
compare these CTT estimates, radar and lidar 
data were averaged over 30 minute intervals 
centered on GOES observation times; extremes 
during each interval were also noted. 

659 



Each GOES IR pixel covers an area about 3 
km x 7 km. For this comparison study, 
satellite data were taken from the single 
pixel corresponding to the surface instrument 
site and also from the entire Tushar Mountain 
range (approximately 33 km x 56 km, or 11 
pixels x 8 pixels). The average and extremes 
of satellite CTT were derived from the large 
sample. In this preliminary study, no 
compensations were made for cirrus overlying 
the orographic clouds. Errors in satellite 
navigation have not been evaluated yet. 

4. DESCRIPTION OF STORM AND OBSERVATIONS 

The winter storm of 16 February 1987 was 
associated with an upper level short wave and 
surface cyclone which formed in the western 
United States and moved eastward over the 
project area. Snowfall from this storm was 
generally widespread, indicating synoptic 
forcing, but the mountain areas received much 
greater amounts, indicating significant 
orographic effects. 

As shown in Figure 2, there were three 
stages to this storm: stage 1 with stable 
clouds of moderate depth and little to no 
snowfall; stage 2 with deeper clouds, 
convective in nature and producing heavier 
snowfall; and stage 3 characterized by 
shallow, stable clouds and light snowfall. 
The history of radiometer data for part of 
this storm is shown in Figure 3 as a 
time/azimuth contour plot of liquid water 
depth, normalized to vertical; data were not 
available outside the times shown. The figure 
was constructed from thirty-four 360° scans. 
In stage 1, there were two areas of high 
liquid water, one northwest and one southeast 
of the instrument site. These areas persisted 
through several successive scans and are 
probably related to forced ascent of air by 
the local topography. The minimum southeast is 
somewhat unexpected since (1) higher terrain 
exists southeast, (2) there was little 
precipitation at this time, and (3) cloud­
level winds were west to northwest at about 
3 ms -l 

During stage 1, the lidar and radar CTT 
agreed with the maximum satellite CTT (dotted 
line in Figure 2) but were -S°C warmer than 
the average satellite CTT. Rawinsonde data 
indicated that there may have been cirrus 
clouds (small dew point depressions at 
temperatures from -30 to -40°C) which could 
have reduced the average CTTs. 

During stage 2, there was a single heavy 
precipitation event which was associated with 
a mesoscale band of deeper clouds. CTTr and 
CTTs were in general agreement during this 
stage and showed a 3 h cycle of colder CTT 
corresponding with the precipitation event. 
This same trend was found when the single 
pixel CTTs over the site was used instead of 
the mountain-wide 88 pixel average. The wide 
range between minimum and maximum CTTs 
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Figure 3. Contours of radiometer liquid water depth (µm). 

suggests this was a convective period, which 
is consistent with the other observations. The 

large extremes in CTTs are expected since the 
satellite samples a much larger area than the 
radar. In stage 2, the lidar experienced 
strong attenuation in heavy snowfall and could 
not measure cloud top. Radiometer liquid water 
values decreased significantly in stage 2 and 
showed little dependence on azimuth. The 
reduction was probably related to heavier 
snowfall removing the liquid water. 

Stage 3 had several periods of light 
snowfall. The lidar CTT estimate was affected 
by attenuation in low altitude water cloud. 
Radar CTT was warmer than satellite CTT; again 
there was some rawinsonde evidence of cirrus. 
During this stable period, the cloud top was 
relatively steady (as indicated by radar and 
satellite CTT) and uniform (note the small 



range between minimum and maximum CTTs). 
Liquid water (Figure 3) was generally low with 
a few small regions of greater liquid water. 

Two examples of radar time-height 
reflectivity histories are shown in Figures 4a 
and 4b. Notice the marked difference between 
the appearance of radar cloud top as the 
convective nature of this storm increased (4a) 
and during the later stable period of shallow 
cloud (4b). The distinct cloud top elements in 
4a are estimated to be about 2 to 6 km in 
horizontal dimension (from their duration, 10-
30 minutes, and the rawinsonde winds, 
280°/3 ms-

1
). These are approximately the same 

size or slightly smaller than GOES pixels. 

Two particular radiometer scans are shown 
in Figures Sa and Sb. Notice the relatively 
large values and high variability in Sa (stage 
1) compared with Sb (stage 3) which has a 
uniform background with occasional higher 
liquid water regions. These higher regions in 
are estimated to be about 0.6 km in size (from 
their duration, 70 s, and the rawinsonde 

-1 
winds, northerly at 9 ms at cloud top 
altitude). If this water is near cloud top 
(1.0 km AGL, cf., Figure 4b), then it is 3 km 
horizontally distant from the instrument 
because of the 25° elevation angle. Therefore, 
it is unlikely that the vertically pointing 
radar could detect some reflectivity change 
corresponding to the high liquid water region 
unless the winds carried the region exactly 
over the radar. These elements are too small 
for GOES data to resolve. 

5. CONCLUSIONS 

In this storm, the different remote 
sensing techniques provided independent 
estimates of cloud top temperature. 
Differences in the estimates were consistent 
with plausible physical causes, such as cirrus 
clouds contaminating some of the GOES CTT 
measurements. The particular advantage of 
satellite data is the potential to examine 
orographic cloud top characteristics over 
large mountainous regions which do not have 
the benefit of surface-based instrumentation. 
Additional case study research is needed to 
clarify the interpretation of these kinds of 
data and improve their diagnostic capability. 
The results confirm that, in orographic 
storms, the radiometric liquid water depends 
strongly on local terrain and on active ice 
precipitation processes. Small scale maxima 
were identified in the liquid water field. 
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PASSIVE MICROWAVE OBSERVATIONS OF THUNDERSTORMS 

FROM HIGH-ALTITUDE AIRCRAFT 

Gerald M. Heymsfield 1 and Richard Fulton1 ,2 

1 NASA, Goddard Space Flight Center 2 General Sciences Corporation 

Greenbelt, MD 20771 USA Laurel, MD 20707 USA 

1. INTRODUCTION 

There has been considerable interest in inter­

pretation of passive microwave measurements in re­

lation to thunderstorm precipitation because of the 

current and planned spaceborne instruments. The 

NASA high-altitude ( ~20 km) ER-2 aircraft made 

overflights of severe and non-severe Midwest thun­

derstorms in the central and southeast U. S. during 

two separate experiments. Down-looking instruments 

on the aircraft described here are the imaging Multi­

Channel Cloud Radiometer (MCR) with channels in 

the visible, infrared (IR), and near IR, and two pas­

sive microwave instruments, the imaging Advanced 

Microwave Moisture Sounder (AMMS) at 92 (atmo­

spheric window) and 183 GHz ( centered on a water 

vapor line) and the 45° foward-of-nadir Multi-channel 

Precipitation Radiometer at the 18 and 37 GHz win­

dow channels. 

The passive rmcrowave temperatures from a 

down-looking radiometer can be interpreted as fol­

lows. In the precipitation-free environment, a land 

background produces relatively warm microwave bright­

ness temperatures (TB), while an ocean background 

produces cold temperatures due to water's lower emis­

sivity. In the presence of clouds, the microwave radi­

ances are related to emission and scattering from the 

hydrometeors. At the higher microwave frequencies 

(92, 183 GHz), scattering from cloud and precipitation­

sized ice particles is the dominant mechanism. At the 

lower microwave frequencies ( <18 GHz), raindrops 

are the primary contributors to absorption and emis­

sion. At low frequencies, ice scattering can be impor­

tant if there was a large amount of ice at high alti­

tudes. The complex nature of the hydrometeors ( size 

distribution, mixture of phases, ice crystal habit, etc.) 

often make direct interpretation of the radiances diffi­

cult. However, with a multi-frequency approach, con-
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siderable insight can be gained concerning the precip­

itation characteristics. Radiative transfer modeling 

using assumed and observed vertical profiles of pre­

cipitation characteristics, has also provided improved 

understanding of the relation of microwave radiances 

to the rain rate near the surface through radiative 

transfer modeling of simulated clouds with an ice layer 

overlaying a rain layer ( e.g., Wilheit et al., 1983; Wu 

and Weinman, 1984). 

The main objectives of the discussion here are 

1) to describe the measurements over thunderstorms 

from the passive microwave and IR instruments over 

land, and 2) to give insight on the precipitation struc­

ture. Two cases are presented, one in 1984 in central 

Oklahoma and the other in 1986 in Alabama. 

2. OBSERVATIONS 

This section briefly discusses the remote air­

craft and ground-based radar observations of thun­

derstorms over land from the two field experiments. 

Figure 1 is a composite of nadir-pointing profiles along 

the ER-2 flight track of brightness temperature at the 

92 and 178 GHz ( accidentally displaced from the 183 

GHz water vapor line) microwave frequencies and the 

10.7 µm IR frequency on 19 May 1984 in Oklahoma. 

(The MPR instrument at 18 and 37 GHz was unavail­

able in 1984.) Profiles of radar reflectivity at three 

altitudes along the flight path are constructed from 

nearly simultaneous radar volume scan data. The 

ER-2 passed from south to north over a non-severe 

multicell-type thunderstorm with an anvil sheared to­

ward the north. The core of the storm on the left side 

of the figure had a peak reflectivity of about 50 dBZ; 

the peak cloud tops extended to an altitude of 12 km 

and the downshear anvil ( right side of the figure) set­

tled to an altitude of about 9-10 km. 
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Figure 1. Nadir-pointing profiles for 19 May 1984 Ok­

lahoma case. Given are a) radar reflectivity at 1, 5 

and 9 km, and b) AMMS temperatures ( 4 channels) 

and MGR-IR temperatures. "T" delineates tropopause 

temperature. 

The 92 and 178 GHz microwave frequencies do 

a very good job of identifying the convective, precip­

itating region of the storm. The IR frequency, on 

the other hand, is still able to identify the storm, but 

the area of cold brightness temperature is signficantly 

larger than the area of the surface rainfall because 

of the effect of the extensive downshear anvil. The 

relative transparency of the anvil at the microwave 

frequencies compared to the IR frequency is demon­

strated in the figure; in fact in the 92 GHz channel, 

a surface lake feature is detected ( relatively cold TB) 

between distances 30 and 40 km in the figure despite 

the overlaying anvil. 

The implications of this fact for precipitation 

estimation from space are obvious; microwave fre­

quencies appear to be more suitable for global pre­

cipitation estimation from satellites than infrared fre­

quencies. These higher microwave frequencies (i.e., 

92 and 178 GHz), however, indirectly identify rain 

since they respond mainly to the large ice particles 

and/ or higher ice concentrations in the upper half of 

the storm and not the near-surface raindrops. The ex­

tent to which microwave frequencies respond to pre­

cipitating clouds with small ice particles or low ice 

concentrations is a present area of investigation with 

the ER-2 data. 

Figure 2 shows vertical profiles of ice and liquid 

water content along the same flight line at locations 

identified by the arrows on the abscissa of Fig. la. 

These profiles were computed from radar reflectivity 

data using relations for rain below the freezing level 

and ice above. Note that to the right of x=20 km 

the microwave TB 's are nearly the background val­

ues despite the existence of anvil cirrus, with little 

or no response when ice contents are less than about 

0.1 gm-3 • 

The addition of the MPR instrument to the 

ER-2 payload during the 1986 experiment was very 

valuable and allowed for the first time simultaneous 

measurements of precipitating clouds at four micro­

wave frequencies. Figure 3 shows profiles of near­

surface radar reflectivity, 18, 37, 92, and 183 GHz and 

Figure 2. Radar-derived vertical profiles of total water content through various por­

tions of profile in Fig. 1. The x values indicate the locations of individual profiles 

as shown by the arrows in Fig. 1. Values ?_0.1 gm-3 are shaded. 
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Figure 3. Nadir-pointing profiles for 2 July 1986 in 

Alabama. The clear atmosphere (background) Ts 's 

correspond to the intersection of the curves with the 

right axis except as noted for the 11 µm MGR channel. 

10.7 µm brightness temperature for one flight line on 

2 July 1986 in Alabama. This line is an east to west 

overflight of convection along a cold front. Convec­

tive cloud tops extended to 10 km with a thin over­

laying cirrus layer at 13 km. Peak reflectivity is about 

45 dBZ. The magnitudes of the Ts depressions at 92 

and 183 GHz are less on this day compared to 19 May 

1984 ( ~80 K vs. ~120 K). Note however the corre­

sponding low frequency (i.e., 18 and 37 GHz) Ts de-
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pressions over the convection are considerably smaller 

than at higher frequencies due in part to the lesser im­

portance of ice scattering at these lower frequencies. 

Smaller ice particle sizes and/ or concentrations may 

also be a cause, since in-situ aircraft particle measure­

ments show that precipitation-sized ice particles are 

relatively small in these clouds. The large depressions 

at 18 and 37 GHz at distances of abut 60-120 km in 

the figure are due to the overflight of a river, with its 

inherent low emissivity, and not the existence of con­

vection, as evidenced by the radar reflectivity and IR 

Ts profiles. 

3. CONCLUSIONS 

The passive microwave radiances in precipita­

tion regions are dependent on the vertical distribu­

tion of the precipitation-sized hydrometeors. For this 

reason, passive microwave measurements from space­

borne instruments identify the precipitating regions 

better than IR measurements. Over land, the 92 

GHz frequency distinguishes quite well the precipi­

tating region from the non-precipitating anvil region. 

The interpretation of the microwave measurements is 

complicated by differences in the cloud microphysics 

between different climatic regions. Cloud and radia­

tive transfer modeling work at NASA Goddard Space 

Flight Center using simulated and observed vertical 

profiles of the precipitation will continue to provide 

considerable insight into the interpretation of the mi­

crowave measurements. 
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NUMERICAL FRONTAL ANALYSIS SCHEME FOR OPERATIONAL INTERPRETATIONS OF SATELLITE PICTURES 

AND PRECIPITATION ESTIMATIONS 

Lutz Lesch 

Institut fur Meteorologie, Freie Universitat Berlin 

A numerical analysis of fronts near the 

surface is obtained by using the calculus of 

front-parallel components and the external 

baroclinicity parameter following WIPPERMANN. 

In the presented case study this analysis is 

applied to case of convective developments at 

a frontal system and compared with a satellite 

picture (NOAA 9). Using numerically analyzed 

upper air charts a method to estimate areal 

distribution of precipitation is presented. 

Upper air analyses, satellite pictures with 

high resolution and superposition of numeri­

cally analyzed fronts near the surface applied 

to a single case study allow the following 

classification of precipitation: 

The area of maximum precipitation 

is situated within the area of the greatest 

positive relative vorticity advection at 

300 hPa, 

is related to large positive baroclinicity 

pacameter B (instability) at 300 hPa 
X 

with maximum stability (-B) within the 
X 

inner area of the frontal zone between 

900 and 800 hPa and a non-zero temperature 

advection B between 900 and 800 hPa, 
y 

is located below the quasi divergence-free 

level (600 hPa) showing minimal absolute 

vorticity, 

is associated with cloud top temperatures 

(McCLAIN Ch 4/5, NOAA 9) of< -52°C. 

Further investigations will follow using the 

complete w -equation with smaller grid 

distances (32 km) and including character­

istical features of fronts (like ANA-KATA­

front), ageostrophic deviations, computing 

precipitable water with cloud cluster analysis 

(maximum likelihood method) and orographic 

boundary points. Parameterization of position, 

extent, and intensity of precipitation areas 

as well as cloud top temperatures, reflexion 

ability, and dynamical quantities will help to 

improve the evaluation of precipitation by 

means of satellite pictures. 
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A MIDDLE LATITUDE SQUALL LINE IN FRANCE 

Genevi~e Jaubert, Michel Chong and Jean-Marc Giudkelli 

Centre National de Recllerche M~t&>:rologique (DMN/EERM) 
42, Avenue Coriolil 31057 TOULOUSE CEDEX , FRANCE 

1. INTRODUCTION 

On 20 june 1984;, a squall-line syinem passed over 
the southwetten pan of ~ce and wu inve1tigated du­
ring the frenc.h experiment LANDES-FRONTS 84 (Cha­
lon,1981). This paper foc111e1 on the kinematic strudure 
of the convective region, using data provided by a central 
meteorological 1tation, a ground 1b.tion network, two Dop­
pler :radars (the R.ONSAR.D system) and a conventional 
meteorological radar. Section 2 describes the environmen­
tal chan.derlstics associated with the squall line syinem. 
Precipitation 1trudure and surlace lignature of the system 
a.re analyed in section 3 while its kinematic structure is 
discussed in section 4. 

2. METEOROLOGIC.AL ENVIRONMENT 
The 20 june squall-line crossed the experimental 

10ne between 1900 and 2200 (all tim• UTC). Fig.11b.ow1 
a PPI view of the reflectivity pattern as observed at 2015 
by the conventional :radar located at Bordeaux. Analysis of 
fig.1 indicates thu the squall-line system appeared as an 
organiMd line from North to South and mended 260km 
in the North-South direction and 1001:m in the line­
mnsveree direction. This system propagated eastward at 
12m1-1 • Maximum echo up to .f..OdB~ cl!.aractmHd the 
convective part of the system. 

Km~-,----,----,--,-------,----,----,-

-200 

N 

* 
§GJ Z>32dBz 

!, .. t:>.:·•:J Permanent 
echo 

FRANCE 

-200 -100 0 100 Km 
Fif.1..Ru/lffli'llilJ ft!Aior ,.ttem u 101.5UTC from tki Bo,­

leau NMr.fig lul-Do,pk, IINl11n1 l.onwa (ez,erimenAaJ. 1.ru.) 
,owlA of BofflRg,il rw,rv,fflt• br, tu po/Jp8. 

Pictures taken from METEOSAT satellite sho­
wed that the squall-line system formed at the north­
weistem pan of Spain at 1600. Thil system inten1ifl.ed bet­
ween 1800 and 2130 as it approached and pa.sed over the 
experlmenb.l. ma a, revealed by the Bordeaux radar in 
surveillance mode. After 2130 its sou.them part broke up 
and the eutwa.rd propagation slowed don. 

Synoptic observations at 1200 and above 700hPa 
revealed a. south-touthwest flow <:Rer Spam wb.icl!. wu u­
BOcia.ted with a thalweg 1one, West of Poriunl. Tb.is flow 
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tended to be progreu.ively 10uthwe1t over the-experimental 
area, due to the presence of the Pyrenees mountains cul­
minating at 3000m altitude. At lower levels (850hPa and 
ground level), the southerly flow WM strongly marked by 
a 11kirling effect of the Pyrenee11 by ital eastern pa.rt and a 
south-easterly llow could be observed in the southern parl 
of France. 
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- 250 

0e 0es ' 
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20/6/84 

400 
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320 330 340 350 360 
Fig.B.Efait&lli'&t pot6'&tW l6mp6reiare (0.) .au ,~arstel 

,pinlent potermal teff116m4•rv (8,.) l6'ac6li from 1oanili3g1 et 1810 
sul!1fJUTC. 

At 1800, the squall-line system reached the 
frencl!. cout and wu preceded by a flux convergence line, 
North-South oriented, at ground level. This convergence 
line wu located about 50km ahead of the system and wu 
charadwed by the previously-mentioned south-easterly 
fl.ow and a north-westerly fiow. 

Fig.2 shows the thermodynamic structure of the 
environment ahead of and bwnd the squall-line sys­
tem, deduced from :radiosoundmgs launcl!.ed respectively at 
1810 and 2216, from the central sh.tion located within the 
dual-Doppler a.nalysis domain, south of Bordeaux (fig.I). 

At 1810, the atmosphere waa charac:twed by 
mid to upper-level moist and potentially unstable air, 
overhanging a deep layer (1000-700/&Pa) of warm and 
dry air. The Foehn effect produced by the Pyrenees was 
mainly mpo:uible for this dry and stable layer which could 
prevent the convective cells to develop. However, :radar 
dab clearly show that the system maintained it1 activity. 
This was probably due to a local cl!.a.ra.cteristic commonly 
observed during the experiment Indeed,observations of 
convective cells in presence of Foehn effect were marked by 
a redudion of thh effect coinciding with a rotation of the 
southerly upper-level flow. In fact, as the syinem entered 
the experimental area, the associated surface flow tended 
~ be north-eastward, modifying the skirting and Foehn 
effects ca.Wied by the Pyrenee,, 



Ali 22161 the -ahnoephere became eliable and a 
colder ud dry air characiwed the low levela. 

3. PRECIPITATION STRUCTURE AND SURFACE SI­
GNATURE 

Fig.3 shows a vertical line-transverse section of 
reflectivity u derived from a. compo,ite analysis of dual.­
Doppler radar dalia obtained a.Ii 1928 and 2111. The squall­
line sysliem is a.awned to be steady atate in the reference 
frame moving a.t 12mr1• Surface data. from a. ground 
station aaiociated with the corresponding radar data. are 
wo lhown,uing the w:ne 11teady-.tate hypothem in a 
time-space coordinate transformation. 

Fig.3 clearly shows a classical structure of the 
1qual.l-line syatem, with a. forward anvil preceding the 
convective cells and a trailing anvil cloud marked by a 
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mililr &M tlfiy COffllJIOMIW aa,oci.t6' .A tu '""" ui& &NJ repre-

1161',fa '" tu win, "'"" bright band around 3.6km altitude (the 000 ilotherm level 
was located at 3.8km ). The forward anvil mended 40km 
ahead of the leading convedive cell, and overhung a &hal­
low layer of relatively weak precipitation. The convective 
cells developed up to 10km. 

The mrfa.ce thermodynamic cha.uges a.lao depid 
cluaical featuma with abrupt changes in temperature, 
humidity a.ud wind direction as observed a.t the p~ 
of a. lead.ing gust front as80ciated with mid-latitude or 
tropical. 1quaJ.I. lines (aee,e.g1 Ogura and Liou,1980; Chong 
etal.,1987). In the present case, the lea.ding gust front wa.e 
located 50km ahead of the convective cella. It COI"mponds 
to the position of the convergence line above-discussed, 
which propagated eastward at the system ' 111peed. The 
shallow layer of precipitation formed in the forward pa.rt 
of the system could be induced by this convergence. At 
the arrival of active convective cells, the thermodynamic 
va.ria.ble1 undergo additional. but moother changes. 

4. KINEMATICS OF THE CONVECTIVE REGION 

As the convective part of the squall-line system 
entmd the dual-Doppler radar analysis domain, a sen• 
of copla.ne scan sequences was performed. Data from 2022 
seque:uce a.re analysed in this paper, following the proce1-
ling technique described in Chong(1983) 

Fig.4 :represents the absolute hormontal flow at 
1 and 4km altitude while relative fl.ow a.re lhown in fi.g.5. 
Line-~ component ia a.long z axis. At low levebl 
(below 2.5km), the abtolute fl.ow wu marked by an eut­
ward component which turned in a. south-eaetwa.rd com­
ponent at the leading edge of the system ( from West to 
Eaait); no aigniftca.nt vertical motioll.l!I were obaerved. At 
higher levels (above 3km),southerly flow characterized the 
absolute air circulation and tended to converge in the inner 
part of the sysliem. Hg.4b clearly 11howsa. atrong intru­
sion of this flow which could transporl mid-tropospheric 
moist and potentially UDSiable ambie:ut air feeding the 
convective updrafts observed above 2.5km altitude. This 
high-level convedive 11trudure tha.i appeared in the pre­
sent squall-line is somewhat particular, compared to that 
of mid-latitude squall-line observed by others ( e.g,Smull 
and Ho111e, 1987). 
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The relative flow shown in Fig.5 reveals interes­
ting chara.ctwtica of the convedive air circulation. At low 
levels air ca.me from the norlhern pa.rt of the system and 
diverged to south-we1t in the southern pa.rt. It ii probable 
that the flow transported relatively cold air due to evapo­
ration in a. imbtiding motion. Relative horizontal. flow a.t 
theae levels (below 2.6km) indicates an general iront-fo­
rear flow (inflow) at the lea.dl:ug edge ( eastern pa.rt} of the 
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By!iem (not visible in Fig.Sa.). The wocia.ted dry an stable 
air had a.n effect to reinforce evaporation proceu leading 
to the secondary cooling as observed in Fig.3. At higher 
levels (Fig.5b),inflow from the southern. parl cha.raclemed 
the relative flow, associated to the previously-mentioned 
moister ambient air. Ii tended to flow rearward ( i.e.,towa:rd 
the stratifonn region of the system), except above 8km al­
titude where a. rear-to-front component could be observed. 
This :rear-to-front flow is consment with the observation 
of the forward anvil cloud. 

The observation of front-to-rear inflow in the 
present study is similar to other observations of mid­
latitude squall-lines. However there exists some fondamen­
tal difference, may be due to the p:roximify of the Pyrenees 
chain with respect to the experimental area (100km). in­
deed, the relative a.nd absolute flows reveal strong three-­
dimensional structure in which line-parallel flow wu a ma­
jor component of the wind field. 

In order to emphasme the contribution of line­
pa.rallel wind component in the airiiow structure, mean 
profiles of vertical and horizontal relative motion and mass 
transport budget have been evaluated in the convective 
pm of the field (between km26 and kmO on the :,; a.xis­
Fig.6a and 6b, respectively). The line-trat!ffe:rae (u) com­
ponent in Fig.6a. is mostly rearward with a. maximum at 
:tnid-level (3km). lb variation with height ill quite coui!­
tent with that observed by Smull a.nd Houze(l987). in 
contrast, the verikal and line-parallel motions depid a 
different structure. Upward motion, in our case, is not ob­
served throughout the troposphere, but only above 2.5km 
altitude. Below this, relatively weak motion indicates that 
convective activity could not be triggered. In fa.ct, stabi­
lity of the dry am.bient air certainly mhibited the convec­
tive process. The line-parallel motion ( v) in Fig.6a shows a 
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southerly component above 2km altitude with a deep layer 
of high va.lue11, while a noriherly component clla.raderues 
the low-level fl.ow. 

The mass budgets along line-transverse and line­
pa.rallel directions (Fig.6b) also indicate the imporiant role 
of line-parallel motion in sustaining the horizontal-flux 
convergence (defined as Fx+Fy;,.0 or Fl<O) between 1.5 
and 1km altitude. This convergence mostly contributed 
to the general upward motion above 3km altitude. In 
fa.ct the line-transverse fl.ow Fx was ma.inly divergent 
above this level so that an imporiant contribution of 
convergent line-parallel flux Fy was necessary io feed the 
updrafts. SubsequenUy, the updraft air detrained into the 
rear parl of the convective region and was tra.nsporied 
by the :rearward flow. Below 3km altitude, air ii non­
divergent due to the equilibrium between the convergent 
line-transvem flux and the div~nt line-pa.rallel one. 

5. CONCLUSION 

Dual-Doppler radar analysis of a :tnidlle-latitude 
squa.11-line been used to study the kinematic 1tructu~ 
of the convective region. Although its genera.I characteris­
tics :resemble those of mid-latitude squall-line already ob­
served, its kinematic structure presented some differences. 
In particular, the th:ree-dimensiona.l 1trncture was ma.inly 
enhanced by a considerable line-parallel .inflow at mid- l;o 
upper level although line-transverse .inflow (front to rear 
flow presented similar features as observed by Smull and 
HoUJe (1987). Another point that should be em.phwed 
is the absence of significant vertical motions at low levels 
and the relatively high level of coD.vective motions. The 
proximify of the Pyrenees cha.in and its subsequent effect 
on the airflow (skirting and Foe:lm effects) certainly played 
an important role in the observed kinematic structure. A 
thorough study of these effects should be ma.de in order to 
give a more comprehensive analysis of the present squa.11-
line system. 
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A Study of the Dynamics of Squall Lines Using a Non-Hydrostatic Cloud Model 

by 

David B. Parsons, Richard Rotunno, Joseph B. Klemp, Morris L. Weisman 
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1. INTRODUCTION 

Active convective cells are often organized 
into linear features called squall lines. Since squall 
line can have lifecycles that extend far longer than 
the typical thunderstorm cell, the question arises as 
to how the convective circulations interact to form 
a long-lived system. Early observational studies of 
squall lines (e.g., Newton, 1950) stressed the impor­
tance of lifting of relatively warm, potentially unstable 
air by shallow pools of cold air in the presence of rel­
atively large vertical shear. Motivated by this early 
work and other subsequent studies that suggested the 
importance of vertical wind shear on squall line lifecy­
cle, Rotunno et al., (1988) investigated the interaction 
between the circulation of the cold pool and ambient 

- vertical shear in the lower layers of the atmosphere. 
Their studies suggest that the deepest lifting results 
when the horizontal vorticity in the ambient vertical 
shear approximately "balances" the horizontal vortic­
ity produced by buoyancy gradients near the leading 
edge of the cold pool (Fig. 1). 

To investigate this balance further, and to 
study other aspects of squall-line circulations, we have 
carried out numerical simulations of observed squall 
lines which occured in four distinctly different envi­
ronments. The first two squall lines occured at the 
leading edge of cold fronts. The first case is character­
ized by large vertical shear, but a lapse rate that was 
nearly neutrally buoyant to vertical ascent. The envi­
ronment ahead of the second system is marked by sig-

nificant potential instability and weak vertical shear. 
The third case is an example of a prefrontal squall line 
in a environment of moderate shear and significant po­
tential instability. A study of a fourth tropical system 
is underway. 

The numerical simulations for this study 
were undertaken using the Klemp-Wilhelmson three­
dimensional cloud model (Klemp and Wilhelmson, 
1978). The model uses the complete set of non­
rotating compressible equations, Kessler type micro­
physics for the cloud and rain water fields, a radia­
tive upper boundary, and a subgrid turbulent energy 
equation. A representative rawinsonde ascent ahead 
of each squall line was used to provide the initial state 
for each simulation. Further details on the initializa­
tion, grid spacing, and domian size are given in Par­

sons et al., (1988). 

2. SIMULATIONS 

2.1 Frontal squall line of 5 February 1978 

Despite the lack of potential instability in 
the pre-frontal soundings, this squall line was char­
acterized by heavy precipitation (Fig. 2) and even a 
weak tornado (Carbone, 1982; Carbone, 1983; Par­
sons et al., 1987). The simulations replicate the line's 
overall kinematic and precipitation structures (Fig. 
3). In contrast, replacing the ambient vertical shear 
with a uniform wind (Fig.4) fails to reproduce the ob­
served intensity, as the maximum vertical motions (5.6 
m s-1 vs. 13 m s-1 ), the height of the maximum (.6 
km vs. 2.0 km), and the rain water content (.4 g/kg 
to 6.4 g/kg) were all substantially higher in the simu­
lation with ambient vertical shear. The higher water 
loading area in the shear run also produced a corre-

(a) 
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Fig. 1 Schematic diagram showing how a buoyant updraft 
may be influenced by wind shear and/or a cold pool. a) With 
shear, the vorticity distribution is biased toward positive vor­
ticity and this ca.uses the updraft to lean downshea.r. b) With 
a cold pool, the vorticity distribution is biased by the negative 
vorticity of the underlying cold pool and causes the updraft 
to lean upshea.r. c) With both a cold pool and shea.r, the two 
effects ma.y negate each other, and allow a deep updraft. 

* The National Center for Atmospheric Research is sponsored by the National Science 
Foundation. 669 



spondingly larger pressure rise at the leading edge of 
the cold pool resulting in a flow in the lowest 500 m 
of the cold pool that is directed toward the rear of the 
system. This return flow was observed by Carbone, 
but is not present in either the no shear run or the 
flow in a simple density current. 

From these numerical experiments, we con­
clude that the narrow and intense band of rainfall 
( often called the narrow cold frontal rain band) ob­
served at the leading edge of cold fronts of this type 
(e.g., Browning and Harrold, 1970; Hobbs and Pers­
son, 1982; Parsons and Hobbs, 1983; Bond and Flea­
gle, 1985) is due in part to an interaction between the 
large vertical shear (in this case nearly 24 ms -l / 
lowest 3 km) and the cold air. We feel that the the­
oretical work of Rotunno et al., 1988 provides an im­
portant framework for explaining how the interaction 
between the cold pool and the vertical shear leads to 
a deep intense ascent. According to Rotunno et al., 
1988), the balance can be expressed mathematically 
as c/ ~u, where c is the speed of the cold pool and 
~u is the horizontal wind change through the vertical 

Fig. 2 "Typical" vertical cross-section perpendicular to the 
frontal squall line of 5 February 1978 showing relative wind 
and radar reflectivity. The maximum vectors are between 
15 and 20 m s-1 and the radar reflectivity are shaded at 40 
and 50 dBZ. The low-level flow within the cold pool that is di­
rected toward the rear of the system is below the lowest height 
of radar data at this time. (Adapted from Carbone, 1982.) 
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Fig. 3 A vertical cross-section from 4 hrs into a numerical 
simulation of the 5 February case using the ambient wind 
and thermodynamic profiles. The maximum vector length is 
comparable to Fig. 2 and the precipitation mixing ratio in ex­
cess of .7 and 4.5 g kg-1 are shaded. These mixing ~atios are 
roughly correspond to radar reflectivities of 40 and 55 dbZ. 
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Fig. 4 As in Fig. 3, but with a uniform horizontal wind and 
precipitation mixing ratio contoured at .35 g kg - 1 . 
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layer interacting with the cold pool. When this ratio 
is approximately 1, the balance is optimal, promot­
ing a deeper and more intense updraft. In the simula­
tions, the ratio of c/ ~u is estimated to be 1.0, while 
Rotunno et al. have argued that the ratio for the ob­
served case is also quite close to 1. In this system, the 
overall kinematics, cold pool depth and strength and 
the ambient vertical shear all change little during the 
simulation period. 

2.2 Frontal squall line of 26-27 June 1985 

The environment ahead of this squall line 
(Augustine and Zipser, 1987 and Trier, 1987) was un­
stable to deep convection with the convective avail­
able potential energy (CAPE) in excess of 2570 m 2 

s-2
• However, the component of vertical shear perpen­

dicular to the front was only 7.5 m s-1 in the lowest 
2.5 km. These conditions are markedly different than 
those presented in the previous case, which showed 
high vertical shear and negligible potential instabil­
ity. Trier (1987) describes the overall structure of this 
system as starting with rather active convection, but 
rapidly weakening and becoming rather disorganized. 
During the weakening process, the gust front moved 
rapidly ahead of the existing convection triggering 
broken lines of relatively weaker cells. 

During the first hour of the simulation, the 
magnitude of the maximum vertical motions decreased 
to less than 7 m s-1 • After the first hour, the maxi­
mum updraft took place in a shallow layer at the lead­
ing edge of the cold air. This lifting by the cold pool 
was not sufficient to trigger new areas of deep, intense 
convection as the cloud tops generally ranged near 7-
8 km and maximum rain water contents were on the 
order of 1 g/kg. 

It is interesting to note that after 1 hr the 
convective activity in this case was much weaker than 
in the winter system, despite the presence of apprecia­
ble potential instability. In this squall line, the over­
all weak convective activity results from the domi­
nance of the cold pool vorticity over the vertical shear. 
While the previous frontal squall line had a ratio of 
c/ ~u quite close to 1, the ratio in this squall line ap­
proached 2.6. The larger value of the ratio in this case 
contained contributions from both a colder air mass 
partly fed by convective downdrafts and a weaker am­
bient shear. 

2.3 Squall line of 10-11 June 1985 

The lower level environment ahead of this 
squall line (Augustine and Zipser, 1987) was char­
acterized by a moist unstable flow ( CAPE=3400 
m 2 s-2 ) and moderate vertical shear of the horizon­
tal wind (18 m s-1 /lowest 2.5 km). The squall line 
formed initially as a relatively narrow convective line. 
Subsequently, the convective cells within the line be­
came quite intense with radar reflectivities in excess 
of 55 dBZ. In addition, surface observations on 10-



11 June revealed severe weather including tornadoes, 
significant hail, and high winds. The intense convec­
tive activity associated with the linelasted for over 
5-7 hours as the system evolved from a narrow convec­
tive line to a broad zone of precipitation falling from a 
middle and upper level anvil. 

The simulations of this case seem to repli­
cate the overall structure of the 10-11 June squall 
line (Fig. 5), including the convective intensity, the 
slow evolution from a narrow convective band to more 
stratiform precipitation with embedded convection, 
and the occurence of a pronounced rear-to-front fl.ow, 
termed rear inflow jet (Smull and Houze, 1987), be­
low the sloping updraft. An examination of the ratio, 
cf .6..u indicates a change from .9 at 1 hr to nearly 1.2 

at 4 hrs. Hence, the convective pattern in the squall 
line should change from a nearly vertical and strong 
ascent, with a slight tilt (downshear) away from the 
cold pool, to a slightly weaker lifting that tilts ( up­
shear) back over the cold pool. The basic evolution 
in the observations and the simulations are consistent 
with the changes in the balance of horizontal vorticity. 
While most of the variation in the ratio with time in 
the model results from an increase in the magnitude 
and depth of the negatively buoyant air mass, there is 
also a small decrease (1.5 m s-1 ) in the magnitude of 
the vertical shear. Since the observed stability struc­
ture puts some limit on the maximum intensity and 
depth of the cold pool, this squall line becomes quasi­
steady with the cold pool vorticity never dominating 
and the lifting remaining quite deep. Therefore, the 
ultimate decay of this system must be associated with 
the squall line encountering an environment less con­
ducive to continued convective activity. 

3. CONCLUSIONS 

The findings from these case studies indicate 
that the balance between the horizontal vorticity asso­
ciated with the cold pool and the horizontal vorticity 
inherent in the vertical shear provide an important 
framework for the understanding the lifecycle of the 
squall line. For example, in the first case, the near 
optimal balance between the buoyancy gradients as­
sociated with the cold air mass and large magnitude 
of the vertical shear produce intense and relatively 
deep updrafts in the absence of potential instability. 
In the second case, the vertical shear is far weaker and 
the updraft at the leading edge of the cold front be­
comes, after approximately 1 hr, characterized by a 
relatively weak, sloping ascent, despite the presence 
of appreciable potential instability. In the third case, 
the depth and strength of the cold pool increased with 
time. A corresponding change in the nature of the 
convection also took place inasmuch as the line started 
as a narrow band of deep and intense convection and 
later evolved into a weaker sloping ascent with trailing 
stratiform precipitation. 
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Fig. 5 A vertical cross-section from 3.5 hrs into a numeri-
cal simulation of the 10-11 June squall line using the ambi­
ent wind and thermodynamic profiles. The maximum vector 
length is approximately 35 m s-1 , the precipitation outline is 
shaded and the outline of the cloud is denoted by a solid line. 
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PHYSICAL PROCESSES AND OBSERVED FEATURES 
IN MICROBURST-PRODUCING STORMS 
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P. 0. Box 3000, Boulder, Colorado 80307 

1. INTRODUCTION 

Microbursts have been the focus of intensive study 
for the past 12 years, and especially since the Joint 
Airport Weather Studies (JAWS) project of 1982 
(McCarthy et al., 1982). As understanding of the 
phenomenon grew, an experiment was conducted 
at Stapleton International Airport, Denver, Col­
orado to attempt real time detection and warning of 
microbursts by Doppler weather radar for aviation 
safety (McCarthy and Wilson, 1985). The success of 
this experiment led to the establishment of the Ter­
minal Doppler Weather Radar Program (TDWR) 
by the Federal Aviation Administration, witJ.i the 
purpose of developing an automated, operat10nal de­
tection and warning system for wind shear at major 
U. S. airports (McCarthy et al., 1986). 

Past research has led to the development of hy­
potheses of physical processes involved in microburst 
production. The primary processes believed to en­
hance downdraft strength, potentially resulting in 
microbursts, include latent heat release due to melt­
ing and evaporation, precipitation loading, and dy­
namically induced pressure forces. In a given cloud, 
these may all contribute to various degrees and are 
strongly modulated by the individual cloud envi­
ronment. Case study analysis of observations and 
numerical modelling studies suggest that some un­
derstanding of the operation of these processes has 
been obtained. 

This presumed understanding and ident.ification of 
features aloft observed by Doppler radar in some 
microburst-producing storms has led to the devel­
opment of microburst nowcasting models (Roberts 
and Wilson, 1986). An evaluation of these models 
and of the physical understanding upon which they 
are based is critical to the development of useful mi­
croburst nowcasting algorithms for ope~ational use 

(Campbell, 1988). In summer 1987, two reE:earch 
programs were held near Denver, Colorado to study 
microbursts: the Convection Initiation and Down­
burst Experiment (CINDE) and the first field effort 
of the TDWR program. These provided extensive 
new data sets for the study of microbursts. 

The present study seeks to examine the understand­
ing of physical processes and features observed 
by radar and to evaluate microburst nowcast~n~ 
techniques, based on the 1987 data. Emphasis 1~ . 
placed on increased understandi1:g of low-reflect1:'1ty 
microburst-producing and nonm1croburst-pr?ducmg 
clouds and virga lines. In this abstract, find_m~s are 
illustrated for individual cases. A more statistically 
based discussion will be presented at the conference. 

t NCAR is sponsored by the National Science Foundation. 
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2. 16 JULY 1987 

The microburst-producing virga line of 16 July 1987 
is chosen as a "typical" example. Figure 1 shows 
a photograph of the virga line that produced sev­
eral microbursts. Note the high cloud base, shallow 
cloud layer, and the weak rain shaft. Cloud base 
is over 4 km AGL, with a cloud base temperature 
of almost -10°C. Cloud tops do not exceed 8 km. 
Maximum reflectivities observed anywhere in the 
cloud or precipitation do not exceed 35 dBZe. Yet 
this cloud produced several outflows of more than 10 
m s-1 differential radial velocity. 

Figure 1. Photograph looking east at_ microburst­
produci'ng_ cloud on 16 ! vJy ! 987. Time on p_hoto 
is PM MDT. The precipitation shaft producing the 
microburst is about 20 km away. 

A sounding taken from a CINDE project mobile 
van located about 20 km east of the microburst at 
approximately the same time is shown in F'ig. 2 
The sounding exhibits a deep near-neutral b0uud­
ary layer and low r•urn;clii;y conditions (the hmaidity 
elements did not ,·epr;rt values below 20%; it i3 be­
lieved that a eordai:.t mixing ratio near 3.4 g kg- 1 

existed thro;1!!.:b.,ut the mixed layer). The sounding 
entered the gfaciated cloud near 500 mb and exited 
near 400 mb. 

Doppler radar observations (not shown) of this 
cloud reveal a rather stratiform cloud layer with re­
flectivity cores (precipitation shafts) descending be­
low cloud base. Convergence is observed near cloud 
base and within the descending reflectivity cores 
below. Near 2 km AGL, anticyclonic shear is seen 
in the velocity field associated with a particularly 
strong microburst of 18 m s-1 differential radial ve­
locity. 

A time-height profile of reflectivity and radial shear 
was produced for thic. microburst. For a 35 minute 
period, beginning over 15 min before the first 01?­
served outflow at the rnrface, the area of reflect1v-
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Figure 2. Skew-T log-P thermodynamic chart of 
sounding taken by mobile van C-1 on 16 July 1987 
at 1657 MDT, 20 km east of micro burst. 0° C level 
is 556 mb. 

ity greater than 20 dBZe within the precipitation 
shaft and in the cloud above was determined. The 
area of radial divergence/convergence ~ 141 and ISi 
x 10-3 s-1 associated with the shaft was also found. 
The results are shown in Fig. 3. 

Figure 3 shows the cloud layer above 4 km and a 
descending area of reflectivity. The descent is only 
traceable below cloud base and clearly begins be­
fore microburst occurrence. The core reaches the 
surface after microburst initiation but before max-
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Figure 3. Time-height profile of microburJt from 
cloud line on 16 July 1987. Contours represent area 
of reflectivity ~ 20 dBZe (km2 ); areas ~ 1 km2 of 
divergence ~ 4- Ox 10-3 s-1 are hatched, while ar­
eas of divergence ~ 4- Ox 10-3 s-1 are cross hatched. 
Convergence :S -2. Ox 10-3 s-1 is shaded. 

imum intensity. Convergence aloft is seen at 3 to 
4 km, below cloud base but straddling the 0° level 
(3.4 km). This convergence does not appear until 
near the passage of the maximum area of reflectivity 
at that level and continues into the microburst dissi­
pation stage. This may suggest that the convergence 
is largely a mass continuity response to the descent 
of the core, rather than contributing directly to the 
forcing of the downdraft. 

A horizontal dual-Doppler wind field taken near the 
time of maximum surface divergence, 1710 MDT 
( all times are given in MDT), is shown in Fig. 4. In 
this figure, two downdrafts are shown, both produc­
ing microburst outflows. The one on the lower left 
is the stronger and is the one for which the time­
height profile is shown. In addition to the two areas 
of strong convergence associated with the down­
drafts, note the general convergence along the line. 
This can make identification of convergence associ­
ated with microbursts difficult. First, the general 
convergence associated with the line may make rel­
evant convergence hard to distinguish. Second, a 
convergence line may not be visible from a radar 
looking down the line axis, or it may appear only as 
azimuthal shear instead of radial shear. 
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Figure 4- Horizontal winds, reflectivityl divergence 
and vertical velocity at 3 km AGL;, derived from 
dual-Doppler radar analysis for 1·110 MDT on 16 
July 1982. Vectors scaled as shown in upper ri_ght. 
20 dBZe reflectivity contour is given by heavy line. 
The 5 m s-1 vertical velocity contour is given by the 
thin solid line. Shaded regions are convergence ~ 
4- Ox 10-3 s-1 . 

3. THE 4 JULY 1987 MOUNTAIN VIRGA LINE 

On 4 July 1987, convective cells began forming 
over the Rocky Mountains, with radar-detc:cbbie 
echoes present by 1130. Three cells formed over 
the mountains, propagated to the northeast, and 
created the virga line of interest as they moved off 
the mountains and dissipated. Because the radar 
viewing angle from CP-3 was almost directly down 
the line axis, the in-cloud, along-axis radial conver­
gence seen in other studies of microburst line stor!l,s 
(Hjelmfelt et al., 1986) cannot be seen. However, 
looking across the line from CP-2, weak radial con­
vergence is seen from 1248. At its maximum extent, 
the radial convergence extends from 3.5 to 6.9 km 
AGL, with maximum horizontal area at the 5.3 km 
level. A proximity sounding taken at 1356 shows 
that the freezing level is at 3 km AGL and cloud 
base is ~ 3. 7 km, such that the radial convergence is 
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occurring within the cloud. The radial convergence 
is a local maximum over areas where microbursts 
appear at the surface. 

A time-height profile of reflectivity and radial con­
vergence/divergence fields (not shown) was con­
structed for one microburst contained within the 
mountain virga line. Surface radial divergence is 
first seen east of the mountains at 1255. Construc­
tion of the profile was completed by enclosing the 
entire microburst below cloud base where the fea­
ture is basically circular and using a circular area 
r::::J 5 km in diameter above cloud base within the 
stratiform cloud. This microburst has a descend­
ing core, and the area of the -5 dBZe contour in­
creases near the ground with time, reaching a maxi­
mum area of 15 km2 at 1310. Within the stratiform 
cloud, the area of rdiectivity 2: -5 dBZe gradually 
decreases as the microburst dissipates. 

The area (2: 1 km2) of radial convergence and diver­
gence 2: 121 x10-3 s-1 was also calculated. Radial 
divergence begins inc,·easing after the reflectivity 
core begins its desce1~.i. and reaches maximum area 
slightly after the core reaches its maximum at the 
surface. As the core £est reaches the surface, an 
anticyclonic velocity c:mplet is observed from CP-
3. This feature is co1~tained within the divergence 
below cloud base, suggesting that the downdraft 
begins rotating as it descends and that the vortic­
ity is being produced by an accelerating downdraft 
(Kessinger et al., 1988). Thus, pressure perturba­
tion forces created by the misocyclone would not be 
a forcing mechanism for the downdraft. The area of 
radial convergence 2: 1 km2 is contained between 3 
and 6.5 km. As the microburst intensifies, the lower 
extent of the radial convergence sharply descends 
nearly 1 km at 1308 and continues to descend after 
this time. The radial convergence seems to deepen 
as a result of the downdraft descending, since this 
occurs some minutes after the core begins its de­
scent. Therefore, the increasing radial convergence 
appears to be a compensatory motion, rather than 
directly related to downdraft forcing. 

4. LOW-dBZe MICROBURST PROXIMITY 
SOUNDINGS 

Analysis of over 30 proximity soundings from 14 
project days with low-reflectivity microbursts in­
dicates several features of interest. Surface tem­
peratures average > 30°C. Surface humidities are 
low, with mixing ratios averaging 5-6g kg-1. In 
nearly all cases, surface relative humidities are < 
30%. The boundary layer is deep, with estimated 
cloud bases generally > 3 km. Three-fourths of the 
soundings indicate cloud base above the 0° C level. 
Boundary layer lapse rates are > 9°C for over 80% 
of the cases, with a mean lapse rate > 9.3°C. These 
results are consistent with previous work based 
on JAWS data (Caracena et al., 1983; Wal:irnoto, 
1985). These soundings are also consister,1. with 
downdrafts driven primarily by melting ,c·,:d evap­
oration in the sub-cloud layer as discussed by Srivas­
tava (1985, 1987). 

5. DISCUSSION 

Analyses of other cases from 1987 indicate similar 
results. Descending cores are usually detectable 
below cloud base, but not in the often stratiform 
cloud layer above. Convergence- may be seen be-
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low or above cloud base, but may be difficult to de­
tect, especially at poor viewing angles. Timing of 
the convergence may precede or follow the descent 
of the reflectivity core, but is usually present before 
surface divergence. Rotation is seen in many cases, 
but often not until after divergence has begun at 
the surface. Observations are consistent in nearly 
dl cases with downdrafts driven by evaporation and 
melting processes. 

More cases are being examined, both microburst­
prcducing and nonmicroburst-producing. As the 
picture of microburst cases becomes more firmly es­
tablished, our concern centers on establishing the 
distinction between microburst and nonmicroburst 
cases. Analyses include the application of a numer­
ical do~draft !llodel to aid in examining forcing 
mechamsms. Smgle-Doppler observation questions 
which have only been mentioned in passing here ' 
are subjects of special concern. These issues will be 
addressed at the conference. 
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ON THE MICROPHYSICS OF MICROBURSTS 

H. D. Orville, F. J. Kopp, R. D. Farley, and Y-C. Chi 

Institute of Atmospheric Sciences 
South Dakota School of Mines and Technology 

Rapid City, South Dakota 57701-3995 

1. INTRODUCTION 
In some of our recent numerical modeling stu­

dies the IAS modeling group has concentrated on 

the microphysical processes which lead to the 

formation of microbursts. We have emphasized 

making quantitative the effects of precipita­

tion loading, and cooling of the downdraft due 

to graupel/hail melting and rain evaporation. 

At the last U.S. Cloud Physics Conference 

held in Snowmass, Colorado, in 1986 we showed 

that the three effects mentioned above could 

cause temperature changes of up to 3 to 4°c 
min-l in a wet microburst (ORVILLE et al., 

1986), leading to acceleration changes as large 
as -0.128 m s-2 min-land to the associated 

-1 . vertical velocity changes of 10 ms 1n one 

minute. Effects on w from both the dw/dt 

and da/dt equations are involved. 

2. ADDITIONAL CASES 
A few more microbursts have been simulated; 

three described in a thesis by CHEN (1986). 

Since then a wet microburst in an Alabama field 

experiment (TUTTLE et al., 1988) and a dry 

microburst in a Colorado field project have 

been simulated. Table 1 shows some of the 

characteristics and results from the five 

cases, one of them a weak microburst, two 

moderate and two strong microbursts (as deter­

mined by the divergence values.) 

The dates and times of the soundings are 

Denver-Dry (7/14/82-23Z); Denver (7/13/82-20Z); 

Wallops Island, Virginia (9/12/83-00Z); Miles 

City, Montana (7/29/75-00Z); and Huntsville, 

Alabama (7/20/86-12Z). 

produce copious amounts of rain and graupel/hail 

in the cloud, but principally rain at the ground. 

The graupel contents are almost completely 

melted by the time precipitation reaches the 

ground. The precipitation shaft is intense and 

focused over a 2 to 4 km region. 

The Denver-Dry and Denver cases are relatively 

dry microbursts, one very weak. The Miles City 

case produces intermediate values of precipita­

tion from a rather high cloud base cloud and 

causes a strong microburst, but was run on a 

version of our cloud model that did not include 

snow in the cloud microphysics. 

3. A MICROBURST INDEX 
In CHEN (1986) the importance of three levels 

in the atmosphere is discussed -- the cloud 

base (for the beginning of evaporation), the 

o0c isotherm height (the start of melting), 

and the precipitation center within the cloud 

(the maximum loading level). In discussions 

one of us (Chi) has suggested the possibility 

of developing a "microburst index" (MBI), for 

describing and possibly forecasting microbursts. 

The index, based on microphysical considera­

tions, is given by 

where the F terms are forcing functions (in 

units of 0 c min-1) of the loading, melting and 

evaporation cooling rates prior to microburst 

formation and the H values are the height 

intervals over which loading, melting and 

evaporation would be occurring. 

These H values are easily obtained from the 

The Wallops Island and COHMEX cases are similar. computer results and Table 1 and are given in 

They both have moist, tropical soundings that Table 2. Note that the HL values are taken at 
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TABLE 1 - Sounding parameters and maximum values of microburst related 
characteristics for the simulations of the Denver, Wallops Island, 
Miles City, and C0HMEX cases. The units of each field are given 
in the brackets. Numbers in the brackets of the velocity change 

is the horizontal distance over which the change occurred. 

Case 

Cloud Base (km AGL) 

o0c Level (km AGL) 

Graupel/Hail (g/kg) 

Rain (g/kg) 

Updraft (m/s) 

Downdraft (m/s) 

Velocity Change (m/s) 

Denver-Dry 

4.0 

3.1 

0.4 

0.3 

7.0 

3.0 to 4.0 

12.0 

Denver 

2.2 

3.3 

2.3 

3.0 

15.2 

8.2 

22 

Wallops Island 

1.6 

4.2 

15.9 
12.2 

27.3 

20.8 

42 

Miles City 

3.4 

4.0 

4.8 

3.5 

23.8 

18.0 

44 

C0HMEX 

1.0 

4.6 

15.0 
16.0 

29.0 

15.0 

24.0 
[4 km] [3.4 km] [4 km] [6 km] [1.6 km] 

Divergence (per sec) 

Temperature Deficit (0c) 

3xl0-3 

3 

llxl0-3 

3 

20xl0-3 

6 

20xl0-3 

8.3 

15xl0-3 

TABLE 2 - Values of the forcing functions, 
depth of influence, and microburst index 

for the five cases, if known. 

Denver-Dry Denver Wallops Island Miles City C0HMEX 

FL 0.25 0.43 1.5 

HL x7.0=l.75 x6.6=2.84 xlO. 0=15. 00 9.8 11.0 

FM 0.10 0.25 1.8 

HM x3.l=0.31 x3.3=0.83 x4.2=7.56 4.0 4.3 

FE 0.38 0.60-0.80 1.5 

HE x4.0=l. 56 x2. 2=1. 54 xl. 6=2.40 3.4 0.8 

MBI 3.62 5.20 

the top of the precipitation shafts to the 

ground level. The distinction between graupel/ 

hail and rain is not important because the 

mass of precipitating ice is the primary source 

of the rain, so that the loading is fairly uni­

form over the entire height interval. The 

value HL could be obtained by radar observations 

of the top of the precipitation column. 

The values for HM and HE could be obtained from 

radiosonde soundings, from visual observations 

(for HE, i.e. cloud base above ground level), 

or from model results. 

Values of the forcing functions are more 

difficult to obtain. Examples of such numbers 
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24.96 

are given in the above references and in Table 

2. Generally these values come from model 

results using a special analysis program in 

our cloud models that computes various produc­

tion terms over one time step and produces a 

field of fi8~/fit for the various loading, melt­

ing and evaporation effects (fie~ being the 

temperature change, or "equivalent" tempera­

ture for the loading, of the various physical 

effects). 

Results from the cases are presented in Table 2. 

The analysis program has been run on the 1976 

Miles City case (actually integrated back 

then before the analysis program was written) 

and on the C0HMEX (Alabama) case, a case 



actually integrated using a morning sounding 

before the microburst had actually occurred. 

Consequently, the forcing functions have not 

been calculated and the MBI is not available 

for two of the cases. Those columns will be 

filled in by conference time if we have had a 

chance to rerun the cases in our current cloud 

models. 

The results for the microburst index indicate 

a low value for the weak microburst and a 

higher value for the strong microburst. Also 

the relative magnitude of the various terms 

indicate the importance of the microphysical 

processes. For the dry microburst the evapora­

tion and loading effects are comparable (1.56 

and 1.75 respectively) but 5 to 6 time the 

magnitude of the melting effect. For the 

Wallops Island wet microburst, the loading 

and melting terms are most important. The 

intermediate Denver case shows loading as the 

largest term, followed by evaporation and 

melting. 

These are only preliminary results, taken from 

very few cases. It remains to be seen if the 

index can be made more objective, oberva­

tional equipment used to provide most of the 

values, a simpler models devised to yield 

the microphysical cooling rates. Even without 

any operational use, though, the understanding 

that might occur of the primary microphysical 

forcing mechanism of different types of micro­

bursts is worth pursuing. 
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Observation of Microbursts from Snow Clouds 

in Winter Monsoon Season 

Hiroshi U~eda, Ryuichi Shirooka and Katsuhiro Kikuchi 

Depart. of Geophysics, Fae. of Sci., 

Hokkaido Univ., Sapporo 060 Japan 

1. INTRODUCTION 

Under convective snow clouds, strong winds 

(or gusts) with heavy snowfalls are often 

experienced along the west coast of northern 

Japan in the winter monsoon season. Higuchi 

(1962) suggested the existence of strong down­

drafts from snow clouds by photographic obser­

vations from an aircraft. However, a synthet­

ic observation of strong downdrafts from snow 

clouds has not been made. On the other hand, 

the structures of downbursts from thunder­

storms and squall-lines are analyzed by many 

researchers (eg. Houze, 1977; Wilson et al., 

1984). According to up to date knowledges on 

the downbursts from thunderstorms and down to 

the scale classifications of them by Fujita 

(1981), the strong downdrafts from snow clouds 

are considered as microbursts. However, the 

features of the microbursts from snow clouds 

are quite different from bursts from thunder­

storms. In order to study the structures of 

the microbursts from snow clouds, observation 

were carried out at Sapporo. 

2. Observation method 

Sapporo, which is the largest city in northern 

Japan, is located about 15 km southeast from 

the sea coast of Ishikari bay, Sea of Japan as 

shown in Fig.l. Snow clouds usually move from 

the Ishikari bay to Sapporo by north-westerly 

winter monsoon. The observations were made 

from the middle of January to the end of Feb­

ruary, 1987 in Sapporo, after preparatory 

observations at Sapporo in 1985 and 1986 

and analyses of the data. For comparison, 

observations were made at Haboro for one month 

from decernber 15, 1986. Haboro is located 

about 100 km north of Sapporo and it faces the 

Sea of Japan. The observation network around 
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Sapporo is as shown in Fig.l. Conventional 

weather radar (A= 3.2 cm) was set on the top 

of the highest university building, shown by 

the mark of+ in Fig.l, which is about 1 km 

north of the center of Sapporo. Time series 

of photographs were taken by 35 mm camera from 

the radar site. Other than temperature and 

winds, relative humidity was measured at the 

141°15'E 

43"20'N 30 km 

ISHIKARI 

BAY 

so 
SHc. D 

OSK 
AO o 

NIO 

KA'? 

FUO 

141°30'E 

+ .SAPPORO 
. RADAR 

(HOKKAIDO UNIV.) 

o : TEMP .• WIND 

":WINO 

Fig.l: Network of observation points around 
Sapporo city. Symbols are +: radar site, 
0: observation sites of temperature and wind, 
o: temperature, 6: wind. 

Photo.l: An example of snow trails at 1258 JST, 
February 1, 1987. The arrows of Bu and Vi 
show burst-type and virga-type of snow trails. 



points of TK, HM, HK, OK, and KA. Micro­

barometers were set at the points of SN and 

the radar site. Surface weather data were 

read from charts. Sounding data at 09 and 21 

JST by JMA (at the point of KA) were used. 

3. PHOTOGRAPHIC FEATURES 

With time series photographs of snow trails in 

seven cases, snow trails were classified into 

two types. An example of snow trails is shown 

in Photo.l. From the analysis of photographs 

compared with the location of radar echoes, 

the heights of cloud top and cloud base were 

estimated to be 2500 and 800 m respectively. 

Burst-type trails, which had sharp edges as 

shown in Photo.l, reached the ground in 1 or 2 

minutes from the cloud base. Namely, the fall 

speed of the trails was about 10 m-s-1. Under 

such trails, the decrease of surface temper­

ature and changes of wind speeds were observed. 

The horizontal scales of the bursts at the 

first stage was a few kilometers. With burst­

type snow trails, similar shapes as heads of 

gravity currents were observed and shelf 

clouds were sometimes observed ahead of the 

trail. Therefore, burst-type snow trails were 

considered as microbursts. Virga-type trails 

had vague edges. And it required about 10 

minutes to reach to the ground. Under these 

+ 

FEB. 6. 1967 

PP I { 2.2°) 

+ : RADAR 

{ HOKKAIDO 
UNIV.) 

Fig.2: Radar echoes from 710 to 810 JST, 
February 6, 1987 at 10 minute intervals. A 
star mark shows the location of the site of SN. 

trails, significant changes were not observed 

in surface data. 

4. RESULTS 

4.1 CASE 1 (February 6, 1987) 

In the morning of February 6, 1987, the indi­

cations of the microbursts were observed at 

the surface. When the radar echo reached the 

point of SN at 0720 and 0800 JST as shown in 

Fig.2, temperature dropped about 2°C as shown 

by the arrows in Fig.3. Corresponding to 

these, peaks of wind speed were observed as 

shown by the circles in Fig.3. The largest 

peak at 0720 JST was 7 m-s-1 . However the 

change of wind direction was not prominent. 
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Fig.3: Time series of wind and temperature at 
the point of SN shown by the star in Fig.2. 
Wind gust and temperature drop are shown by 
circles and arrows respectively. 
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Fig.4: Sounding curve of Sapporo at 21 JST, 
February 5, 1987. Solid line, dotted line, 
dot dash line and dashed lines are tempera­
ture, dew point, mixing ratio and wet adia­
batic respectively. 
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The sounding curve of Sapporo at 09 JST, 

February 6, 1987 is shown in Fig.4. Cloud top 

and cloud base were around 770 hPa(2200 m) and 

900 hPa(900 m) respectively. Below the cloud 

base, the sounding was in conditional instabil­

ity. If the air mass was descended along wet 

adiabatic line from cloud base, surface temper­

ature became -4.3°C. This is very close to 

the temperature of -4.0°C at the point of SN 

at 0730 JST. The relative humidities were 

high and over 80 % for water. The temperature 

drops associated with snow bursts could be 

explained by wet bursts. 

4.2 CASE 2 (February 5, 1987) 

The radar echoes and winds at 2020 JST, Feb­

ruary 5, 1987 are shown in Fig.5. The band 

like echo moved from northeast to southeast. 

Divergent features of surface wind is clear. 

At the point HA, where the tip of tongue like 

echo reached, a significant drop of tempera­

ture (about 1°C) and the change of wind speed 

with a peak was observed. From the sounding 

of Sapporo at 2100 JST, the temperature drop 

was also explained by wet burst. 

5. CONCLUDING REMARKS 

The structure of microbursts from snow clouds 

are summarized as a conceptual model in Fig.6 

Wind arrows are shown relative to the ground. 

Cloud top was below 3 km and cloud base was 

about 800 m. It usually had an anvil cloud 

and sometimes shelf cloud ahead. Snow trails 

had sharp edges at the rear of the cloud 

motion. The reason for the sharp edge at the 

rear of the trail and vague edges ahead of the 

trail are considered to be caused by winds to 

the rear of the burst which are relatively 

strong as it is on or close to the sea. In 

contrast to this, snow trails had sharp edges 

ahead of the bursts in the case of Haboro, 

which occurred over the sea. Microbursts from 

snow clouds were explained by wet burst con­

sidered from the sounding data and high 

humidity before bursts. 
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Fig.5: Radar echo at 2020 JST, February 5, 
1987. Wind velocities are shown by the arrows. 
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Fig.6: Schematic illustration of microbursts 
from snow clouds. 
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EVOLUTION OF CONVECTIVE STORM 

ALONG BOUNDARY LAYER CONVERGENCE LINES 

James Wilson and Cynthia Mueller 

National Center for Atmospheric Research* 

During the summer of 1987, an intensive study was 
conducted to examine the initiation of convective 
storms along boundary layer convergence lines. The 
study was called "CINDE" (Convection INitiation 
and Down burst Experiment) and took place near 
Denver, Colorado. Observations were obtained with 6 
Doppler radars, 97 mesonet stations, 3 mobile sound­
ing systems, 5 stationary sounding systems, 3 re­
search aircraft, and time lapse photography from 8 
locations. Observations began prior to first cloud de­
velopment and extended through storm dissipation. 

Studies by Wilson and Schreiber (1987) established 
that at least 80% of the storms in the study area de­
veloped along boundary layer convergence lines that 
can be observed by sensitive Doppler radars. Earlier 
studies by Byers and Braham (1949) found surface 
convergence 30 minutes prior to radar echo appear­
ance of convective cells. Zones of enhanced conver­
gence found along outflow boundaries have been rec­
ognized as areas of convection initiation by Purdom 
(1982) and Watson and Holle (1982). Zones of con­
vergence induced by terrain, moisture gradients, and 
differential heating have also been recognized as fa­
vorable areas for thunderstorm development (Szoke 
et al. 1984; and Schreiber, 1986). The above studies 
show a casual relationship between convective cloud 
formation and the position of boundary layer conver­
gence lines. They do not investigate physical princi­
ples that determine the timing and precise location of 
cloud development. This extended abstract combines 
data from the above sensors to briefly describe the 
evolution of temperature, moisture, wind, and clouds 
in the vicinity of a quasi-stationary convergence line 
on 17 July 1987. 

Figure 1 shows a north-south convergence line as ob­
served by Doppler radar and mesonet. The conver­
gence line is the remanent of a weak cold front that 
moved into the mesonet from the northwest during 
the morning, and a convergence line of unknown ori­
gin moving from the east that collided with the sta­
tionary cold front about 1445. At the time of Fig. 1 
(1530 MDT), a line of small cumulus stretches along 
the convergence line. Figure 2 shows this cloud line 
at 1545 as photographed from the circled mesonet 
station in Fig. 1. Beginning ~ 1630 this cloud line 
began to build rapidly producing a solid line of 55 to 
65 dBz storms by 1730. Three small tornadoes and 
numerous downbursts occurred along this line. 
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Figure 1. Convergence line at 1530 MDT as seen by 
mesonet and Doppler radar. The solid line indicates 
the convergence line as seen from the CP3 and FL2 
radars (radars labeled 3 and F). The wind, potential 
temperature ( upper left corner of station model in 
deg K), and mixing ratio (lower left corner in g / m3

), 

are shown for each station. The circled station is 
the location from which the photograph in Fig. 2 is 
taken. 

Figure 3 shows at 4 time periods, east-west cross sec­
tions perpendicular and through the convergence line 
of potential temperatures and mixing ratios. The 
cross sections are primarily based on soundings taken 
from 6 locations (see Fig. 1). The sounding data are 
positioned relative to their east-west distance from 
the convergence line. The cross sections at 1530 and 
1645 also contain data from the NCAR King Air as it 
flew east-west across the boundary. Examination of 
these cross sections shows that in the vicinity of the 
boundary a relatively deep, warm, moist, adiabatic 
layer developed by 1530. Figures 3c and 3d are quite 
similar. In both cases, the air in the vicinity of the 
convergence line is convectively unstable with a lifted 
index of~ -5; however, rapid storm development is 
only occurring at the latter time. 

* The National Center for Atmosphei:;ic Research is Sponsored by the National Science Foundation 
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Figure 2. Photograph from circled station in Fig. 1 at 1545 looking NE through SE showing a line of 
cumulus clouds associated with the convergence line in Fig. 1. 
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tio ( dashed lines in g / m3 ) through the convergence line at four time periods. Analysis based on sound­
ings taken along the light dashed vertical lines. The horizontal dashed lines at 1530 and 1645 represent 
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Figure 4. West-east vertical cross section of winds 
through the convergence line obtained frqm dual­
Doppler analysis. The surface position of the bound­
ary is at X=24. 

Doppler radar analyses (not shown) show that the 
low level convergence steadily increases and deepens 
during the afternoon. Maximum strengthening occurs 
between 1430 and 1515 as the two above mentioned 
convergence lines collide; however, storm development 
is not a direct result of this collision because it does 
not begin for another 90 min. 

As shown in Fig. 4 from a dual-Doppler analysis at 
1530, the low level easterly flow collides with the 
shallow westerly flow and rides over it. A marked 
change in this regime occurs after 1600. During the 
next 60 min., this easterly flow above the boundary 
gives way to south-westerly flow. At this time, rapid 
cloud and storm development occurs. 

In this case, it appears the low level convergence acts 
to develop a zone ~ 10-20 km wide of unstable, moist 
air. It is this zone where significant storm develop­
ment occurs. The air in the convergence zone was 
convectively unstable, but it was not until the east­
erly flow over the convergence line subsided that the 
rapid storm growth occurred. As proposed by Ro­
tunno ct al. (1988), it appears that storm develop­
ment along boundaries is suppressed when the air 
flow is forced back over the boundary. 

References: 

Byers, H. R., and R. R. Braham, Jr., 1949: The 
Thunderstorm. U.S. Govt. Printing Office, 
Washington, DC, 287 pp. 

Rotunno, R., J.B. Klemp and vV. L. Weissman, 
1988: A theory for strong long lived squall lines. 
J. Atmos. Sci. 

Schreiber, W. E., 1986: Case studies of thunder­
storms initiated by radar-observed convergence 
lines. Mon. Wea. Rev., 114 2256-2266. 

Szoke, E. J., M. L. \Veisman, J. M. Brown, F. Cara­
ccna and T. W. Schlatter, 1984: A sub-synoptic 
analysis of the Denver tornado of 3 June 1981. 
Mon. Wea. Rev., 112, 790-808. 

·watson, A. I., and R. L. Holle, 1982: The relation­
ship between low-level convergence and convec­
tive precipitation in Illinois and south Florida 
NOAA TM ERL OWRM-7, 67 pp. 

Wilson, J. W., and W. E. Schreiber, 1986: Initia­
tion of convective storms at radar-observed 
boundary-layer convergence lines. Mon. Wea. 
Rev., 114, 2516-2536. 

683 



THE STRUCTURE OF THE CONVECTIVE C.I:;1,l,S AND ·rm; DYNA,dICS OF 
HAILSTORM DEVBLO.PM.ENT IN ALAZANI VALLEY 

A.I.Kartsivadze, T.G.Salu.kvadze, R.I.Doreuli, t.I.KhGlaya, 
A.Sh.Balavadze 

Geophysics Institute of the Georgian Academy of Sciences 

Tbilisi 380093, Z.Hu.khadze Str. 1, USSR 

The climatic conditions of Alazani Val­
ley situated in East Georgia and from 

three sides surrounded by the mountain 

chains are characterized by ~he great 
frequency and high intensity of hail 
phenomena owing to physical-geographi­
cal and orographical peculiarities of 

the region. The Great Caucasus range 
prevents from the direct cold airmass 
penetration from the North favour the 

heat accumulation caused by the warm­

ing up of the base surface. For this 

reason it is growing a contrast bet­
ween the cold airmass temperature and 

the temperature of the airmass over 
Alazani Valley. This being the situa­

tion,the atmospheric processes become 
more active and thunderstorm and hail 

phenomena become more intensive in 
this region.The second peculiarity of 

the orographic effect on atmospheric 
processes is stipulated by the fact 

that the mountain chains,extending 
along the valley edges stretch nearly 

perpendicularly to domineering direc­

tion of cold airmass motion.This leads 
to dynamical support formation,enchan­
cing updrafts and intensifying convec­

tive phenomena.Orography influences as 

well on the intramass process develop­

ment. Dur·ing ci.aylight hours mountain 
and valley circulation contributes to 

formation and development of cumulus 

over mountain ranges surrounding Ala­
zani Valley and intensifies convective 
processes. After instability energy 

realization in plain country conditi­

ons the convective processes late in 
the evening and at night practically 
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calm down. Unlike this in Alazani Val­
ley the cases are not infrequent when 

the second stage of the intramass con­

vective development is realized. The 

formation of cumulonimbus clouds occu­
rs directly over the v&lley late in the 
evening or even at night hours .Relati-

vely cold air flows down the slopes to 

the bottom of the valley and force out 

warmer air vertically upwards. The ma­
jority of hail phenomena (70-75%) in 

Alazani Valley is connected with the 

frontal processes.Approximately 25-30% 

of hail cases in Alazani Valley falls 
on days with intramass processes. The 

most intensive falls are obtained when 
the contrast frontal process coincides 

with the intramass one, characterized 
by the high value of convective insta­

bility.The process becomes more active 
to an even greater degree when an axis 
of jet stream is located over Alazani 
Valley.The investigations of the struc­

ture and hailcells dynamics have been 
carried out using MRL-5 with 3.2 and 
10cm wave lengths. There is a special 

instrument which allows at each scan­

ning to obtain conic or vertical sec­

tions from the scopes in radar reflec­

tivity iso-contours every 10D.B.At the 
same time we have llS e d the data ob tai­

ned with the help of the special hail 
and rainfall network.Long-term investi­

gations conducted in Alazani Valley al­

lowed to reveal distinctive featllresof 
hailclouds observed in different aero­

synoptic conditions.As in North America 

(BRAUNING 1977,p.1-47), North Caucaslls 
(ABSHAEV 1984,p.6-22) and other count-



ries the hailclouds of Alazani Valley 
can be divided into three types:single­

cell, multicell,supercell.But a nwnber 
of storms doesn't fit the criteria of 

this simple three-way classification 
scheme.Singlecell clouds develop main­

ly under intramass conditions .When a 
wind shear is absent or at small values 
of its vertical gradient singlecell 

clouds have a vertical axial symmetry 

(Fig.1 )(APKHAIDZE et al,1978,p.18-28). 

Fig. 1 . 

The height of the upper cloud boundary 
fluctuates from 8 to 14km and horizon­

tal dimensions at maximum radar-echo 

level account for 15km, sometimes for 
20-25km.The maximum of radar reflecti­
vity doesn't exceed 3.10-7cm-1 at the 

height of 5-7km.The lifetime of such a 

cell after the beginning of its inten­
sive development comes practically to 

30-40min.Monocells can produce heavy 

hailfalls but their duration will not 

be long.In case of noticeable vertical 
wind shear a sloping updraft stream ap­

pears entailing reorganization of sym­
metric monocells.Increased radar refle­
ctivity zone is divided by updraft st­

ream into two parts.One part turns out 
to be in front of stream above weak echo 

zone,the other - behind it.This part 
covers hail and rainfall zone (Fig.2, 

parts I,II,III).Multicell fields have 

Fig. 2. 

a cluster structure and they cover a 
great number of convective,mainly sin­

glecell,non-symmetric clouds,the forma-

tion and development of which has a mi­
gratory character.They are formed in 
frontal zones and can stretch for do­
zens kilometers.Upper boundary height 
of a separate ~ell can reach 15-16km. 
Multicell process lifetime avarages 2h. 

Very seldom one of cells can develop in 

supercell stage .Fig.J shows a mul ticell 
cloud of three cells (parts I,II,III). 

Supercell storms are formed in Alazani 

Valley mainly during the invasion of 

cold fronts at large energy convection 

Fig. J. 
reaching the tropospheric upper layers 
when strong wind shears are observed. 
Upper bounQary of these clouds reaches 

12-14km.Once there was a case of 19km. 

Horisontal dimensions at maximum radar 
echo level average J0-40km.Radar reflED-­
tivity maximum can reach 10-6cm-1 .Figs. 
4A and 4B show the vertical radar sec­

tions of the same supercell storm at 

two periods of time with 12 minutes in­
terval. 

Fig. 4A. 

Fig. 4B 

It follows from these figures that the 

hailcells (IV,V) were formed simultane­

ously in two different parts of incre­
ased reflectivity zone,one of which is 
located in front of and above general 
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updraft, the other behaid it .In the fi.rst 
case th: height of hailformation zone 

reaches 8-9km,in the second case 5-6km. 
From Fig.4B we see that after the re­

moval of the general stream in the di­
rection of main draft both hailembryo 

cells turn out to be behaind the stream, 
they grow and then two hailfall zones 

are formed (Fig.4B,parts II,lII). At 

the same time a new hailcell appears 
(IV) .horizontal extent of hailfall zone 

at the moment of obserya tion amounts 

to 10km.In our example the process of 
formation,growth and hailfall beginning 

takes no more than 12 minutes. This 
example clearly shows the regeneration 

process of hailcells.Statistical analy­
sis of the convective cells dynamics 

allows to evaluate a possibility of 

identifying predictors of their deve­

lopment into hailcells (BALAVADZE et 

al,1986,p.16).The most sensative pre­
dictors are: maximwn radar reflectivi­

ty and its vertical extent ,maximum echo 
height,radar echo upper boundary,incre­

ased reflectivity zone. With the help 
of these predictors using the method of 
mu.l tiple linear regression we succeeded 

in identifying a complex parameter ac­

cording to which it is possible at the 
early stage of convective cell develop­

ment to evaluate the probability of 

their overgrowing into hail ones. The 

investigation of the dynamics of con­

vective clouds development gives hope 

that in future an ultra-shortterm ra­

dar prognosis will be worked out. Com­
paring measured parameter values with 
the calculated ones according to theo­
retical jet model (KACHURIN et al,1985, 

p.625-628) we see that the height of 

cloud upper boundary ana mean sizes of 

falling hailstones agree well, bu.t there 
is a considerable divergence between 
the values of maximum radar reflectiv:i:­
ty,its vertical extent,hailstones kin&­
tic energy and their maximum sizes. 
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lt should be noted that the obtained 

data can be u.sed when building an em­
pirical model for different hailstorm 

types as well as for the evaluation of 
the adequacy degree of the theoretical 
model of su.ch processes. 
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EVOLUTION OF MESOCYCLONIC CIRCULATION IN SEVERE STORMS 

P.I. Joe and C.L.Crozier 
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King Weather Research Station, 

4905 Dufferin St., Toronto, Ont., M3H 5T4 

1 INTRODUCTION 

The association between mesocyclones and tornadoes have been 

recognized for some time (BROOKS 1949). In general, the tor­

nado has dimensions ( 1 km) too small to be consistently de­

tected by radar. Therefore, early Doppler radar identification of 

the mesocyclone and of its developmental phase with respect to 

tornado initiation is central to the preparation of severe weather 

warnings by the forecaster. The mesocyclone has been found to 

be associated with tornadoes 50% of the time and with severe 

weather 90% of the time (JDOP 1979). 

The majority of the research in mesocyclone identification from 

Doppler radar has been from storms in the mid-West United 

States which may not be representative of those elsewhere. This 

paper discusses the evolution of mesocyclones observed from the 

AES King City operational 5 cm Doppler weather radar in South-

Table 1: Radar Characteristics 

Parameter I Units I Conventional I Doppler 

Frequency MHz 5625 5625 
Wavelength cm 5.33 5.33 
Peak Power kW 260 260 
Pulse Duration µs 2.0 0.5 
Pulse Length m 600 150 
Range Resolution m 300 75 
Max. Range km 256 113 
PRF pps 250 892,1190 
Scanning Rate rpm 6.0 0.75 
Gain dB 48 48 
Beam width 0.65° 0.65° 
Samples 8 64 

ern Ontario, Canada; a location with a climate more temperate 3 MESOCYCLONE ANALYSIS TECHNIQUE 

than that of the mid-West United States and where a different A real-time automatic mesocyclone detection algorithm provides 

balance of thermodynamic and dynamic influences on the devel- the source of data for this study. The algorithm is modeled after 

opment of severe local storms may lead to significant quantitative the National Severe Storms Laboratory algorithm as described by 

differences in kinematic structure. ZRNIC ET AL (1985). The technique is based on the Rankine 

2 THE RADAR 
combined vortex mesocyclone model which consists of a circular 

core in solid body rotation and an external potential flow. The 

The radar set used in this study is a fully operational 5 cm Doppler algorithm attempts to identify the linear shear within the central 

radar (Enterprise Electronic Corporation) and has been in use core of the mesocyclone. 

since late 1985. Table 1 describes the basic parameters of the Modifications to the NSSL detection algorithm were required be-
radar. The system is constantly being improved and upgraded to cause of radar, scanning and wavelength considerations, real-time 
meet increased demands. The Doppler signal is processed using requirements for operational use and regional weather differences. 
a SIGMET Fast Fourier Processor. Custom interface hardware The dual PRF unfolding scheme can lead to uncertainties which 
allows computer control of the radar and access to the raw radar cause artificial shears in the velocity data. Therefore, in this mod­
signals. Multiple CPUs process the data and transmit radar maps ified approach, only folded radial velocity differences from a single 
to the forecast office of the Ontario Weather Centre among oth- PRF are used and velocity unfolding is not required. The impli­

ers. These products include CAPPis, MAX R, Echo Top, Severe cations of this are that the mesocyclone must be assumed to be 
Weather, Doppler radial velocity and mesocyclone maps. symmetric in its velocity field but also that storm motion from a 

The radar operates with two sequential scanning strategies: a 24 tracking algorithm is not required to remove the mean motion of 

elevation conventional volume scan sequence (from 0.3° to 24.4°) the storm. This also implies that there is an upper limit to the 

and a 3 elevation Doppler sequence (usually 0.5°, 1.4° and 3.4°). measurable shear, given by S/im = VNyqui,t/d where VNyquist is 

Each sequence takes approximately 5 minutes; therefore, the radar the Nyquist fold velocity and d is the azimuthal distance between 

operates on a 10 minute cycle. In Doppler mode, the pulse rep- adjacent radar volumes (gate-to-gate) given by d = TX ¢,diff where 

etition frequency (PRF) alternates between 1190 and 892 pulses r is range and ¢,dif f is the azimuthal difference. In addition, meso­

per second every other 0.5° of azimuth. Therefore, 720 radials cyclone signatures detected at multiple elevations are correlated 

are collected per elevation angle. The alternating PRF data is for vertical continuity which facilitates the identification of meso­

combined to unfold the radial velocity in real-time to a extended cyclones. Mesocyclones are expected to be detected at mid-levels 

Nyquist velocity of 48 m/s (SIRMANS ET AL 1976). (3-7 km) of a storm and then lower with time (BURGESS ET 

AL 1982). Signatures that do not fit this conceptual evolutionary 

model are not reported. This latter feature eliminates the detec-
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Figure 1: Operational mesocyclone detection display. 

tion of the inflow-gust front boundary of the storm, which has a 

similar radial velocity structure, as a mesocyclone. At the present 

time, no attempt is made to detect anti-cyclonic mesocyclones 

(WEILER 1986). The algorithm is also coded to detect the largest 

contiguous area of shear and therefore smaller circulations within 

the mesocyclone are not multiply reported (DESROCHERS ET 

AL 1986). 

Fig. 1 presents the operational product from the algorithm. Cir-
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cles indicate the location of detected mesocyclones. The diameters Figure 2: Temporal evolution of the maximum gate-to-gate shear. 
Tornado touchdown is indicated by TTTT. 

are drawn at four times the calculated size of the mesocyclone. To 

aid in the proper identification of spurious shears, the low level 

reflectivity PPI is underlaid which enables the forecaster visually continued to develop for 70 minutes until 2240Z. A Fl tornado 

correlate algorithm identified mesocyclonic shear regions with the briefly touched down between 2210Z and 2220Z, damaging the 

reflectivity structure of the storm. In the bottom left hand cor- roof of a house. 

ner, a table indicates the location and maximum shears (in units 
During its development storm B had slightly higher maximum 

of m/s/km) of mature mesocyclones (those detected at more than 
reflectivities on the lowest (0.5°) elevation scan; 53 dBZ for B 

a single elevation angle). 

4 Fl TORNADO CASE STUDY: 24 JULY 1987 

On the afternoon of 24 July 1987, the radar coverage area was 

in warm sector air. Surface air temperatures and dew points at 

l 700Z were 32°G and 22°G, respectively. At about 2000Z, air 

mass thunderstorms began to develop southwest of the radar. 

compared to 50 dBZ for A. However, storm A had a constant 

vertical maximum reflectivity structure (in the lowest 3 km) while 

B decreased with height (not shown). 

The two storms had very different radial velocity structures. 

Fig. 2 plots the maximum (gate-to-gate) shears found within the 

boundaries of the mesocyclone for storms A and B as a function of 

time. In general, greater shears were found with higher elevation 

Two severe thunderstorms as identified by conventional radar are and with the tornadic storm. The shear appears to increase dra­

identified on Fig. 1 by the letters A and B at 2200Z. At 2030Z, the matically at 2200Z, 20 minutes before tornado touchdown. Based 

first echo of storm B appeared at the edge of the Doppler radar on this one case, a shear value of about 13 m/s/km would dis­

(range 110 km and azimuth of 237°). The storm moved towards criminate the tornadic from the non-tornadic storm. 

the east at 60 km/hr. At 2100Z, a weak mesocyclone associated 
Fig. 3 plots the temporal development of the mesocyclone "an-

with this storm was identified by the detection algorithm and 
gular momentum" defined as I>(4>e - ¢,b)(ve - vb)/N where r is 

continued to evolve for the next hour till 2200Z. No tornado was 
the range of the radar gate where significant shear was found, 4>e 

reported with this storm. 
and ¢,b are the start and end azimuths, Ve and Vb are the start 

Storm A developed within radar range; the first echo appeared at and end radial velocities and N is the number of range gates. 

2100Z at a range of 90 km and azimuth of 260°. It formed about 20 Summation is over the shear region where the mesocyclone was 

km to the northwest of storm B. The first mesocyclone signature identified. Note that this quantity is actually only proportional to 

was identified at 2130Z, 30 minutes after first echo detection and angular momentum since mass is not included in its formulation. 
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Figure 3: Temporal evolution of the "angular momentum". 

lahoma (BURGESS ET AL 1979) where the mesocyclone begins 

aloft at mid-levels of the storm and then lowers to the ground. 

Quantitatively, the mesocylone appeared 30 minutes after first 

echo detection and lasted for a total of 70 minutes; Oklahoma 

storms show values of 88 and 91 minutes, respectively. Also, the 

tornadic mesocyclone was initially detected above an echo free 

region. The average Oklahoma mesocyclone develops when the 

vertical radar echo extent is at its maximum. 

Shear threshold values which discriminates between tornadic ver­

sus non-tornadic storms are similar to those in Oklahoma. How­

ever, angular momentum thresholds appear to be quite different 

(ZRNIC ET AL 1985); the Oklahoma parameterizations for the 

algorithm would not have detected the tornadic mesocyclone in 

this case study. This can be attributed to regional differences 

between storm environments. Differences in radar and detection 

techniques can not account for this disparity. 

Thus, there are considerable regional differences between severe 

storms. There will be a need to make the mesocyclone detec­

tion algorithm (and other severe weather detection algorithms) 

site specific for various Doppler network sites in Canada and 

NEXRAD locales in the United States. 
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A NUMERICAL STUDY OF MULTICELLULAR SEVERE CONVECTIVE STORMS 
FOLLOWED BY LONG-LASTING HEAVY RAINFALL 

Jun-ichi Shiino 
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1. INTRODUCTION 

Convective clouds in mesoscale meteorolo­
gical disturbances are often organized into 
meso-B scale multicellular structure and some­
times cause such severe storms as heavy rain­
fall,heavy snowfall,flush flood, thunderstorm, 
hazardous hail, downburst, tornado and so on, 
hence exerting great influence on the social 
and economical aspects of human activities. 

The primary energy source of such convec­
tive system is the release of latent heat 
through the phase change of water substances. 
However, the importance of drag force of pre­
cipitation particles, whose motion is differ­
ent from that of air parcells, evaporative 
cooling,horizontal convergence of water vapour 
due to large scale flow and the vertical shear 
of ambient wind have been also strongly point­
ed out by many researchers. Thus meso-B scale 
convective system is both physically and 
dynamically related to a wide range of meteor­
ological phenomena in a complicated manner 
from microscale to macroscale. 

Although a large number of numerical as 
well as observational studies have been con­
ducted so far on the behavior of convective 
clouds, the history of researches as well as 
the understanding on "mesoscale organized con­
vective systems" is still in its early stages. 

The purpose of this paper is to investi­
gate in detail this kind of convective system, 
that is,the organizing and maintenance process 
as well as the structure of multicellular 
severe convective storms followed by long­
lasting heavy rainfall, by a three-dimensional 
numerical experiment. Interaction of the con­
vective system with a large-scale flow, 
splitting, movement and propagation of convec­
tive cells, divergence structure in and around 
the convective system,the formative process of 
gustfront and mesa-high, and their roles to 
the maintenance of the storm are also investi­
gated through the experiment. Special emphasis 
is put on the effect of vertical wind shear 
for the formation of a mesoscale-like multi­
cellular convective storm. 

2. OUTLINE OF THE NUMERICAL MODEL 

Basic equations of a three-dimensional 
anelastic model of deep moist convection using 
the Cartesian coordinate(x,eastward; y,north­
ward;z,upward) ,which are the extension of 2-D 
model by Soong and Ogura(l973), consist of 
equation of motion, mass continuity equation, 
diagnostic pressure equation, thermodynamic 
equation for potential temperature,continuity 
equations for water substances. Warm cloud 

690 

microphysical processes with the Kessler-type 
parameterization on the precipitation process 
are incorporated into the model. 

Predicted variables are u,v,w(x-,y- and 
Z-component of velocity,respectively), e (po­
tential temperature),Qv,Qc,Qr(mixing ratio of 
water vapour, cloud water and precipitation 
water,respectively). The detail of the proce­
dure of the whole physical processes is sub­
stantially the same as those in Shiino(l983). 

The domain size of computation is 32 km, 
32 km and 8 km with each grid interval of 1 
km, 1 km and 0.5 km, in the direction of x, y, 
z, respectively. The time step of integration 
is 20 sec. Boundary conditions are such that 
they are rigid with free-slip in the upper and 
lower,however open in the lateral using radia­
tion condition for normal velocity components. 

Initial conditions of the atmosphere are 
assumed to be conditionally unstable,with con­
siderably moist(max.95%) air flow in the lower 
layer, together with a significant vertical 
wind shear(veering) in the middle to upper 
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Fig.I Five cases with different wind hodo­
graphs taken in the present study. Figures on 
the hodographs denote the grid numbers from 
the lowest level. In cases JT, SPl and SP2, 
the profiles above the level of 8 are the same 
as those in case MC. 



layer, these kinds of features being frequent­
ly observed in Japan in cases of heavy rain­
fall. Initial disterbance is given by small e' 
with its maximum amplitude of 0.5°C. 

3. CASES 

Five cases(Fig.l) with different vertical 
wind profile are taken here to study the 
effect of vertical wind shear. The essential 
feature of each case which differentiates each 
other, lies in the shear in a lower to middle 
layer up to about the level 6 (abbreviated 
"LM" layer hereafter) are as follows. The 
shear in the LM layer in case MC is small in 
contrast to the significant shear above the LM 
layer, while in case JT a jet type wind shear 
in the east-west direction, a kind of linear 
shear with shear vector from west to east in 
case SPl, a shear with a little bit different 
from a linear shear in case SP2 in the LM 
layer, respectively, are assumed, and in case 
SP3 the wind profile as well as the shear 
vector is taken as counterclockwise almost 
through the layer. In this extended abstract, 
significant features of severe convective 
storms obtained in case MC are mainly 
described together with characteristic 
differences in the other cases from a 
viewpoint of organization of convective 
clouds. 

4. RESULTS 

Fig.2 shows the process of evolution of a 
multicellular severe convective storm followed 
by long-lasting heavy rainfall in case MC. The 
single cell A is split into two, A and B, with 
time and moreover some new cells C,D and E are 
formed between or near the existing cells.Each 
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The thick solid line is the boundary of cloud 
water.The shaded area is that with downdraft. 
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Fig.2 Time and spatial variation of rainfall 
intensity and air flow near the ground surface 
in the storm in case MC. Contour lines are 
every 10 mmhr! The broken lines are the gust 
front. 
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Fig.4 Vertical cross-section of the storm 
along the broken line Xl85 in Fig.3. Precip­
itation water is given by the three kinds of 
shade, 0.5-3, 3-5 and more than 5 gKg 1

, from 
the outside. Others are as in Fig.3 except for 
the vertical cross-section. 

cell is accompanied by strong diverging out­
flows. These outflows in combination with the 
large scale flow build up firmly a series of 
gustfronts surrounding the cells, especially 
from the south to west to the north. This is 
substantially important for the organization 
as well as the maintenance of the convective 
cells. 

A horizontal cross-section of the storm 
in its middle level represented in Fig.3 shows 
that each cell possesses intense updraft 
velocities, 11 m~ 1 in A, 14 in Band 8 in C, 
thus indicating each cell being remarkably 
developed convective cloud. The airflow toward 
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Fig.5 A schematically illustrated model of 
the storm in case MC.The thick arrows and the 
vector Vs mean the direction and movement ( 
including propagation) of cells Cl, C2 and C3. 
VM is the lowlevel mean wind, VR the storm­
relative wind vector,the shaded area the meso­
scale cold-high pressure dome, the area with 
thin broken lines the mesoscale low pressure 
area and the solid line the outline of the 
storm. 

the storm is blocked significantly by the 
cells and is forced to make a detour by the 
storm, with accelerated rapid currents in the 
north and south flanks of the storm. Another 
important point which should be noted is the 
airflow which flows into the cell A from the 
rear side (right side in this case) of the 
cell. This noticeable inflow, which is dry in 
this level, contributes strongly to the 
development of downdraft in the LM layer as 
shown in the vertical cross section of the 
storm(Fig.4). 

The features shown in Fig.4, strong up­
draft in the upper layer and significant down­
draft in the LM layer in A, which is in the 
mature stage, the existence of cell C in its 
just before the mature stage, together with 
a newly formed cell E associated with the 
gustfront and so on,are substantially similar 
to those schematically illustrated figure of a 
multicellular severe convectiv storm by 
Browning et al (1976). 

Fig.5 is a schematically depicted horizon­
tal picture of the storm in case MC.The essen­
tial features of the figure are the existence 
of the storm-relative inflow VR in the LM 
layer,organized cold-high pressure dome illus­
trated by the shade, and firmly established 
gustfront surrounding the convective cells. 

The effect of vertical wind shear on the 
formation of multicell severe storms is shown 
in Fig.6 by the comparison of the storms, 
which are depicted by J PGc J.i in each case 
of Fig.l. The storm in JT is also organized as 
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well as in MC, while in other cases cells in 
the storm are not organized, splitting into 
two in SPl, resplitting in SP2 and only the 
left-moving cell with respect to the lower 
mean wind V1-1 keeping alive in SP3. 
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Fig.6 Difference of 
the storm illustrat­
ed by j J>Ge d.1. 
(contour lines every 
0.5 Kg m2) developed 
in each case of MC, 
JT,SP1,SP2 and SP3. 

5. CONCLUSION 

The development and maintenance of multi­
cell severe convective storms followed by 
long-lasting heavy rainfall are quite sensi­
tive to the vertical wind shear, especially in 
the LM layer of large scale flow in which the 
storm evolves. The main point which should be 
noted is how the cold-high pressure dome to­
gether with the gustfront near the ground sur­
face is formed and behaves in the storm under 
the influence of vertical wind shear. The 
result of the present numerical experiment 
suggests the existence of favorable condi­
tions of the wind profile which cause to grow 
firmly organized multicell severe convective 
storms followed by heavy rainfall under a 
given large scale thermal stratification. 
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3-D NUMERICAL MODELLING AND RADAR OBSERVATIONS 
OF DEEP CONVECTIVE CLOUDS 

Hartmut Hi'illcr 

Institut fiir Physik dcr Atmosphiire, DFVLR Obcrpfaffenhofcn, 8031 WeBling, F.R.G. 

I. INTRODUCTION 

A number of 3-D cloud models have been developed 
during the last years. But up to now only very few 
have considered ice phase processes (e.g. BENNETS 
and RAWLINS 1981, TRIPOLI and COTTON 
1982, COTTON et al. 1982). In this paper a 3-D 
mesoscale cloud model is described with special 
emphasize on precipitation growth processes leading 
to the formation of graupel particles and hailstones. 
This cloud model application represents one of 
several model versions of DFVLR's mcsoscalc model 
MESOSCOP (Mesoscale Flow and Cloud Model 
Oberpfaffenhofen). The other versions refer to flow 
over mountains and turbulent boundary layers 
(SCHUMANN et al. 1987). 

Principally, the complete structure of actual convec­
tive storms cannot be detected by radar alone. For 
example, no data are available on the pressure and 
the thermodynamic fields or from the echo free 
regions of the cloud. Therefore a comparison with 
3-D numerical cloud model results is especially use­
ful for gaining a better understanding of thunder­
storms. A preliminary comparison of the model 
results with radar measurements of a superccll hail­
storm which occured on June 13, 1987 in southern 
Germany and Austria is shown in the following. 
The measurements were obtained with the Doppler 
polarization diversity radar of DFVLR. 

2. GENERAL MODEL DESCRIPTION AND 
NUMERICS 

The basic model equations are described in SCHU­
MANN et al. (1987), only a brief summary is given 
here. The dynamics is described by conservation 
laws for density, momentum and a number of scalar 
entities like entropy or the concentrations of the dif­
ferent cloud particles. The temperature can be 
obtained by an inversion of the entropy state func­
tion. 

For numerical integrations on a staggered grid a 
finite difference method is used which is a combina­
tion of the Adams-Bashforth scheme for momentum 
and the Smolarkiewicz scheme for positive deftn ite 
scalars. Sound waves are filtered by the implicit 
treatment of the continuity equation which also 
requires the solution of an elliptic Helmholtz 
equation for the pressure change. 

3. MODEL MICROPHYSICS 

The bulk physical concept is adopted for the treat­
ment of cloud microphysical processes. This implies 
that the different kinds of cloud particles arc repres­
ented by their volume concentrations alone and their 
mass distribution functions arc prescribed by certain 
well defined functions of the concentrations. The 
present model version uses six particle categories: 
cloud water :ind cloud ice (frozen cloud droplets, 
vapor grown pl:itcs :ind slightly rimed plates) moving 
with the velocity of the air, rainwater, graupcl and 
h:iil representing liquid and solid phase precipitation 
particles. and snowflakes as a further precipitation 
category. Thus, in addition to the microphysical 
concept described in SCHUMANN et al., a separate 
hail category has been added to the model for a bet­
ter representation of high density hail which has 
increased fall speeds as compared to the graupcl 
particles. The transition between graupel and hail­
stones takes place between 0.5 and l cm of maxi­
mum particle dimension. 

The microphysical processes coupling the different 
kinds of cloud particles or the vapor phase arc: con­
densation of cloud droplets (treated implicitely to 
achieve water saturation adjustment), evaporation 
of rain, sublimation of graupel, snow and hail, 
freezing of cloud droplets and rain, accretion proc­
esses for graupcl snow and hail, aggregation of snow 
and melting of ice particles. The latter processes are 
described by rate equations similar to those of LIN 
ct a 1. ( I 983). The depositional growth rate of ice 
crystals, the autoconversion and accretion processes 
of droplets. the riming rate of ice crystals and the 
subsequent growth of these crystals into graupcl are 
treated following HOLLER (1986), where a more 
detailed description of the microphysical processes 
can be found. 

4. COMPARISON OF RADAR OBSERVATIONS 
AND MODEL RESULTS 

On June 13, 1987 a supcrcetl hailstorm occured in 
southern Germany and Austria. A hailswath was 
observed at the ground in the area of Salzburg. The 
storm was monitored by the Doppler polarization 
diversity radar of DFVLR taking reflectivity, differ­
ential reflectivity (ZDR) and linear depolarization 
ratio (LOR) data. 
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From the ZDR data we can infer the presence of 
raindrops (see SELIGA and BRING!, 1976) which 
are indicated by positive values of ZDR. On the 
other hand, graupel and hailstones have ZDR values 
around zero or slightly negative. Following AYDIN 
ct al. (I 986) a hail signal can be derived from reflec­
tivity and ZDR values. 

As an example Figure l shows a horizontal section 
through the storm at 4 km above MSL. The reflec­
tivity structure clearly shows a hook echo at ahout 
x = 102 km and y =-34km, a weak echo region at 
x = 106 km and y =-34km and a high reflectivity core 
at x= 102 km and y=-29.5 km. To the cast (positive 
x-axis direction) of the hook positive ZDR values 
indicate the presence of raindrops. Graupcl and hail 
exclusively can be found in the main reflectivity core 
and in an eastward extension of moderate reflectivity 
values at x=ll2 km and y=-32 km. These regions 
are represented by the hail signal function in Figure 
lb. 

For the specification of the initial environmental 
conditions in the model simulations the sounding of 
Munich of 12 UTC was used. The wind vector 
veered from easterly directions in the lowest layers 
to south-westerly directions in the middle tropo­
sphere in combination with a fairly strong absolute 
amount of shear. The shear vector itself also turned 
clockwise with height. These conditions in combi­
nation with a potential instability arc favourable for 
the development of severe storms propagating to the 
right of the shear vector at mid-levels (sec e.g. 
WEISMAN and KLEMP 1982). Convection was 
triggered by an entropy source at the lowest grid 
level. This source was applied throughout the simu­
lation and was forced to travel with the speed of the 
observed weak echo region (50 km/h to the cast). 

The model results for a horizontal cross section ;it 
3.8 km above MSL are shown in Figure 2. In 
agreement with the observations, the reflectivity 
contours also show the hook echo, the weak echo 
region and extensions to the east and to the north. 
The weak echo region corresponds to the updrc1ft 
location (maximum updraft speed about 26 m/s). In 
the outer part of the updraft with relatively weak 
vertical velocities hail, graupcl and rain arc present. 
The temperatures are slightly above the freezing 
point. The maximum hail and rain concentrations 
(both below l g/kg) can be found at the updraft­
downdraft boundary. Most of the precipitation in 
the high reflectivity region consists of graupcl parti­
cles (up to 3 g/kg). They are falling in a region of 
downdraft up to IO m/s. While the updraft is rotat­
ing cyclonically (positive vertical vorticity) the 
downdraft rotates anticyclonically. 
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5. CONCLUSIONS 

A 3-D cloud model including ice phase processes and 
a preliminary comparison of the model results with 
multiparameter radar data has been presented. The 
principle structures of a superccll hailstorm were 
simulated hy the model, especially the updraft­
downdraft structure and the distribution of the dif­
ferent kind<; of hydromcteors. These first results 
indicate that the approach of comparing radar data 
and 3-D model results is promising for gaining a 
hcttcr undcrstc1nding of hailstorms and hail produc­
ing microphysic;il processes. Of course, further 
model improvements arc necessary especially for a 
better quantitative description of hail processes and 
for a more realistic simulation of convection initi­
ation. Also the model has to be tested for different 
kind of storms developing under different environ­
mental conditions. 
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Radar observations at 17.58 UTC of June 13, 1987 interpolated to a horizontal plane at 4 km 
above MSL. In (a) the reflectivity field T1111 (transmitted horizontally, received horizontally) in 
dBT and a shaded overlay (scale at right margin) of the differential reflectivity ZDR arc shown. 
The x- and y-coordinates refer to the distance from the radar in cast and north directions, 
respectively. In (b) the hail signal is computed according to AYDIN ct al., 1986. The overlay field 
is reflectivity (scale at right margin). 
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Figure 2 Model results after 40 min of integration time for a horizontal plane at 3.8 km above MSL. In (a) 
the horizontal velocity field is shown where the maximum velocity is 18 m/s. The reflectivity con-­
tours in dBZ arc superimposed. In (b) the 0.1 g/kg concentration outlines for hail (solid line), 
graupel (dotted line) and rain (dashed line) arc shown. The hatched regions indicate updrafts 
(solid hatching) and downdrafts (dashed hatching) larger than 2 m/s in magnitude. 
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OBSERVED STRUCTURE AND EVOLUTION OF A MESOVORTEX IN THE TRAILING STRATIFORM 
REGION OF A MCC. 

J. Verlinde1 and W.R. Cotton 

Colorado State University, Dept. of Atmospheric Science, Fort Collins, CO 80523 

1 Introduction 

The role of vorticity centers in precipitating midlatitude weather 
systems has received a lot of attention in the last decade, and 
its importance to the evolution of these weather systems has 
become widely recognized. The focus in research has primar­
ily been on vorticity in convective storm scales, with emphasis 
on the effects of vorticity on supercell storms and/or tornadoes 
(see Klemp, 1987, for a summary), which could be observed by 
Doppler-radar, or on inertially stable vortices on meso-a-sca.les 
which could be observed by dense upper-air networks (Bosa.rt 
and Sanders, 1981; Johnson, 1986; Lin, 1986; Leary and Rap­
paport, 1987), or even satellites (Johnston, 1982). This paper 
present an observational study of a mesovortex couplet that de­
veloped in a multicellular complex that was one meso-,8-sca.le 
building block of a MCC during its developing stage. 

2 Data and Analysis Procedure 

The data used in this study was collected on June 17th, 1985, 
during the PRE-STORM experiment. The observing systems 
that have contributed to this study include the two NCAR 5 cm 
Doppler radars CP-3 and CP-4, and the PRE-STORM upper­
air network. The two radars were performing high resolution 
sector scans, recording both reflectivity and velocity fields. The 
sector scans were 90° sectors, scanning from base-elevation of 
0.2° to 58.0°, completing one scan in about 5 minutes. The data 
was averaged over four range gates along range to have a datum 
spacing of about 1 km in the area of interest. The weather sys­
tem studied moved through this sector in about two hours, from 
0100 UT to 0300 UT. Soundings were released from most of the 
PRE-STORM upper-air network at 0000 UT and 0300 UT. All 
supplemental rawinsondes were canceled at 0600 UT. The station 
at Russel, KS, did not do any soundings, which is unfortunate 
since it was at a strategic location for this study. 

3 Synoptic Environment 

A surface cold front was oriented roughly west-east over northern 
Kansas, moving slowly south during the period of interest. The 
southern and eastern parts of Kansas was characterized by warm 
advection and high low-level moisture(> 12 g kg-1 ), and a anal­
ysis of the soundings revealed large values of available buoyant 
energy (Fritsch and Chappel,1980) ahead of the front (1600-2000 
m2s-1 

). A strong SSW'ly low-level jet (15-20 ms-1
) was also ob­

served. The 500 mh analysis over Kansas revealed a weak ridge 
over the area with a weak short-wave trough upstream. ·These 
conditions agree to a large extent to the conditions described 
by Maddox {1983) for the genesis region of a MCC. The shear 
profile exhibited a clockwise turning shear vector through the 
lower levels of the atmosphere, similar to that frequently used in 
modeling studies oftornadic storms (Klemp, 1987). 

During the afternoon (~2200 UT 16 June) a north-south ori­
ented line formed over western Kansas, and it slowly moved east­
ward. At 2300 UT the line split, with the northern section devel-
oping into a cell that exhibited a supercell like character, while 
the southern section propagated as a weak multicellular complex. 

1 Affiliation: South African Weather Bureau, Research Bran•..rL 
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At later stages the southern section was primarily driven by the 
outflow of the system to the north, with single cells in the storm 
going through a life-time of about 1 hour. It is this multicel]ula.r 
system that moved through the radar observational area. 

4 Dual-Doppler Analysis Results 

Four dual-Doppler volume scans had been analyzed for this 
study. The first volume scan was at 0107 UT as the storm sys­
tem just moved into the radar scanning area. The second was 
at 0140 UT, the third at 0203 UT and the fourth at 0224 UT 
as the system was moving into extreme range for reliable wind 
retrieval. There was thus radar coverage for a period of 1 hour 
and twenty minutes. 

Figure 1 shows streamlines of the storm relative horizontal 
flow fields at levels 2.9, 5.9 and 10.9 km MSL for volume 2. The 
streamlines a.re portrayed against the background of reflectivity. 
Fig lb shows both the cyclonic and anticyclonic vortices, with 
the cyclonic vortex larger and more intense than the anticyclone. 
A feature resembling the low-level cloud flanking line associated 
with tornadoes can also be seen, in a weak reflectivity line curling 
around the vortex (X=l0, Y=30). This is at the level where the 
cyclone is of maximum intensity. Looking at Fig la,c we can 
see evidence of the cyclone from 2.9 km up to 10.9 km. The 
returned signal at lower levels was too low to derive winds, but 
there a.re indications that there was cyclonic vorticity at 1.9 km 
as well as at 11.9 km. Below the anticyclonic vortex a region of 
anticyclonic vorticity can be seen, although the circulation is not 
closed. No evidence of dominant anticyclonic vorticity could be 
found above the anticyclone at 10.9 km. Fig 2 shows streamlines 
of the storm relative flow at the earliest analyzed time at a height 
of 5.9 km. At this time the cyclonic vortex was already well 
established, while the anticyclone only appeared as a region of 
dominant anticyclonic vorticity with no closed circulation. The 
proximity of the flow-field relative to the reflectivity field might 
give some insight into the formation of the circulations. It can 
be seen that the circulations formed behind one of the leading 
cells in the multi-cellular storm. This cell was the dominant cell 
in the storm at this stage, although it was rapidly decaying. The 
closed 30 dBz contour (X=35, Y=60) in Fig la is the remainder 
of this storm, while a new cell had grown rapidly from nothing at 
0107 UT to a ~50 dBz cell at 0140 UT. This cell reached 60 dBz 
a few minutes later, and then rapidly collapsed. Fig') shows the 
streamlines at 0224 UT. It can be seen that the cyclonic vortex 
had broken down into two smaller closed circulations at this level. 
However, at higher levels there still remained one single vortex. 
The anticyclone is still approximately the same size as before, 
and very well defined. The multi-cellular storm at this stage was 
in its death throws, at 0240 UT no radar returns (> 18 dBz) 
of this storm could be detected by the NWS WSR-57 radar at 
Wichita. 

In order to obtain some genera.I characteristic features of the 
circulations, it was necessary to objectively define the circula­
tion. Vorticity was calculated at each grid point, and the center 
of rotation was determined at each level for all volume scans. 
The average vorticity in circles of various radii around the cen­
ters of rotation was then determined. Two definitions for the 
circulation was used: 
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1. Radius of circle with mean vorticity > 2 * 10-3s-1 . 

2. Radius of circle with mean vorticity minus one standard de­
viation greater than zero. 
It was hoped that the first definition will identify the areas 
where strong vorticity is concentrated, while the second defi­
nition would indicate the area of more homogeneous vorticity. 
The calculated radii are given in table 1. The last volume scan 
presented some problems in that there are two centers of cyclonic 
vorticity at lower levels, but here we allowed the circulations to 
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TABLE 1 
Radii of circulation (km) Definition 1. 

Height 01:07 01:40 02:03 02:24a 02:24b 

2.9 5 - - 8 15 
3.9 7 14 10 8 12 
4.9 12 13 12 11 6 
5.9 12 11 12 11 6 
6.9 11 7 9 11 7 
7.9 7 5 - 8 8 
8.9 5 4 - - -

Radii of circulation (km) Definition 2. 
Height 01:07 01:40 02:03 02:24a 02:24b 

2.9 6 13 8 8 7 
3.9 7 16 10 8 5 
4.9 11 16 11 8 5 
5.9 12 17 12 9 4 
6.9 12 20 20 11 8 
7.9 12 21 23 13 14 
8.9 14 21 20 22 20 
9.9 - 22 20 21 

10.9 - 17 18 14 
11.9 - 13 17 -

overlap, and at higher levels to have the same center. It can be 
seen that the strong vorticity tended to be concentrated in the 
mid layers of the troposphere from 3.9 to 6.9 km, and that the 
circulation spread higher into the cloud with time. 

To determine the dynamic size of the circulation, we calcu­
lated the Rossby radius of deformation AR (Frank, 1983), using 
the circulation as defined by the second definition at 0140 UT. 
Using the moist Brunt-Viiisa.llii frequency we calculated AR to 
be about 35 km. When using the dry Brunt-Viiisa.llii frequency 
the AR is even larger, thus indicating that this is a short lived 
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dynamically small circulation where the vertical thermal insta­
bility is more important that the rotational instability ( Cotton 
and Anthes, 1988). 

Next ·the average vertical velocity in the vortices was calcu­
lated. Results a.re presented in table 2 for the circulation as 
defined by the first definition. It can be seen that the center of 
strong vorticity in the cyclonic vortex was dominated by an up­
draft at the early volume scan, but that the lower levels turned to 
downdrafts as time progressed. The anticyclonic center however 
was characterized by downdrafts from the earliest times. Using 
the second definition (data not shown), a similar pattern was 
found at lower levels, but since these define the vortex to much 
greater heights, it was possible to see that both circulations was 
characterize by !llla.rea of mesoscale ascent ( ~ 20 crn51 ) at the 
upper levels. 

TABLE 2 
Average vertical velocity (m s-1

) 

Height 01:07 01:40 02:03 02:24a 02:24b 
1.9 
2.9 2.0 -6.6 -4.4 
3.9 1.7 -1.0 -0.5 -1.7 -5.6 
4.9 0.9 -0.5 -0.6 -1.2 -3.4 
5.9 1.2 0.0 0.1 -0.5 -1.9 
6.9 1.2 0.4 0.6 -0.1 -0.7 
7.9 1.4 0.5 0.3 -0.3 
8.9 1.6 0.6 

10.9 

A vorticity budget calculation was also performed for the cy­
clonic vortex in volumes 1 and 3. The vorticity tendency equa­
tion was divided into the a) horizontal advection term, b) verti­
cal advection term, c) the tilting term and the stretching term. 
These terms and their sum, the vorticity tendency, were calcu­
lated for each grid point, and then averaged over the circulation 
as defined by definition 2. Results a.re presented in fig 4a,b. From 
fig 4a we can see that except for the lower layer the vorticity ten­
dency was positive throughout the vortex. This agrees with the 
observation that the vortex intensified to volume 2. We can see 
that the tilting term contributed positive vorticity throughout 
the vortex, and that advection terms contributed positively at 
higher levels. The stretching term at mid levels and the advec­
tion terms at lower levels opposed the positive vorticity tendency. 
The vorticity tendency at a later stage (fig 4b) is negative, ex­
cept for the 5.9 km level. At this stage only the stretching and 
vertical advection terms have positive tendencies at mid levels, 
while the tilting and vertical advection terms a.re still positive in 
the upper levels of the cloud. This would indicate that the vor­
tex is in a decay stage, and that vorticity is being concentrated 
in smaller vortices. 
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Fig 4. Vorticity tendency due to stretching, tilting, horizontal and 
vertical advection, and the total tendency as the sum of the other. A) 
Volume 1, 0107 UT. B) Volume 3, 0203 UT. 
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5 Summary 

A vortex that developed in the trailing anvil of a multi-cellular 
convective storm has been described. It does not fit the descrip­
tion of any other vortices described in literature. Physically it is 
bigger than that described in the rotating thunderstorm theory, 
and it is not associated with the main updraft in the storm. It 
does however bear resemblance to the vorticity patterns that is 
predicted in the rotating thunderstorm theories for a similar en­
vironmental shear profile, with the cyclonic vortex favored over 
the anticyclonic vortex. The vortex couple are not observed to 
be diverging, but rather stay in the same relative position to eacli 
other. They are aligned perpendicular to the storm-relative low­
level inflow into the storm. Dynamically it is much smaller that 
the inertia!l-ystable vortices observed in MCC's, and it exteruls 
through the depth of the cloud, which is contrary to the ver­
tically stacked cyclonic/ anticyclonic couplet that is observed at 
the later stage in the life ofMCC's. It appears that the tilting of 
horizontal vorticity into the vertical is the initial source for ver­
tical vorticity generation, and that at later stages the stretching 
term dominate. Evaluation of the large scale flow patterns from 
the sounding network at 0030 UT show no impact of this vortex 
on the large scale, but rather show an area of anticyclonic vor­
ticity due to the development of the rear inflow into the MCC to 
the north. It is however thought that this vortex might provide 
insight in the interaction between convective storm and MCC 
scale interaction. 
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MELTING LAYER STRUCTURE IN MCC STRATIFORM PRECIPITATION 

1. INTRODUCTION 

Paul T. Willis 
NOAA/AOML HRD 
Miami, FL 

and 

This 

observations 

study examines the aircraft 

and theoretical evolution of 

particles above, through, and below the melting 

layer in the stratiform region of a mesoscale 

convective complex which occurred on 10/11 June 

1985 during the Oklahoma Kansas Pre-Storm 

Experiment. The microphysical and thermodynamic 

measurements not only allowed us to 

characterize the particle evolution, but also 

enabled us to compare them with the computed 

theoretical evolution of the particles in the 

melting layer, and to quantify the heating and 

cooling rates through the layer. 

2. THE FLIGHT PROFILE AND INSTRUMENTATION 

Andrew J. Heymsfield 
NCAR 
Boulder, CO 

38.00 
"N 

96.50 96.40 96.30 •w 

The flight pattern flown was an advecting 1 d 11 J 85 Fig. 1 Advecting spira escent on une . 
spiral descent as shown in Fig. 1. The descent 

rate was adjusted through the profile to 

approximately correspond to the typical 

particle fall speeds (1 m s- 1 above the melting 

layer and increasing to 5-7 m s- 1 below). 

3. OBSERVATIONS 

The temperature and dew-point temperature 

profiles through the melting layer measured by 

the aircraft are shown in Fig. 2. There is a 

nearly "isothermal layer" close to 0°C, but at 

a mean temperature of about +0.5°C (4122 

3752m), with fluctuations from near 0°C to just 

slightly over +1.0°C. There could be a +0.5°C 

temperature error, but we think that the +0.5°C 

temperature of the "isothermal layer" is 

correct because an independent observation of 

the onset of melting from the particle image 

data is just below the top of this "isothermal 

layer". The aircraft 1 s mean vertical winds 

observed during the descent support the 

supposition of decoupling of the layers above 

from those below the melting layer. The high 

frequency fluctuations are indicative of the 

level of turbulence. 
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A very high vertical resolution radar 

profile through the melting layer was 

constructed (Fig. 3) by averaging the data from 

the second and third radar range gates from the 

3-cm tail radar as it looked horizontally from 

both sides of the aircraft. The peak in the 

reflectivity is at 3650 m. There is a 
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suggestion of a second reflectivity maximum 

near 3300 m. This secondary maximum is in 

agreement with the height of the reflectivity 

peak observed in profiles from tail radar range 

gate data, and with a profile constructed from 

the 5-cm lower fuselage radar data. The tail 

radar reflectivities are accurate to within+/-

2 dBZ based on a comparison with the NCAR CP-4 

radar. 

Particle-size spectra were assembled in 

approximately 2°C vertical increments to show 

the evolution of the distributions through the 

spiral descent (Fig. 4). From the top of the 

spiral down to the top of the "isothermal 

layer" (Fig. 4a-c) the size spectrum broadens 

due to the formation and growth of aggregates. 

At the same time, the concentration of small 

crystals remains nearly constant, or even shows 

a slight increase (Fig. 5). The concentrations 

of particles larger than 1.9 mm increase 

markedly, by about an order of magnitude, in 

this layer. The particle habits indicate that 

this growth is due to aggregation of smaller 

individual crystals, plates and dendrites. Yet, 
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Fig. 3 3 cm tail radar reflectivity profile 
shading marks the isothermal layer. 

the concentration 

particles remains 

increases slightly. 

of these smaller 

nearly constant, or 

size 

even 

In the "isothermal layer" the larger 

particles continue to grow. The concentrations 

of large-size particles (Fig. 4c) increase 

dramatically. The total particle concentration 

and the concentration of small particles (Fig. 

5) decrease dramatically. The size of the 

largest observed particle D increases by a 
max 

factor of two in this layer (Fig. 6). 

Directly below the base of the "isothermal 

layer" the concentration of large-size 

particles decreases markedly, and yet the very 

largest aggregates maintain their size, or even 

continue to grow. D indicates continued 
max 

growth through collection, or aggregation, down 

to 3600 m. This is consistent with the 

reflectivity profiles that show reflectivity 

maxima below the "isothermal layer." Below the 

"isothermal layer" cloud droplets virtually 

disappear, 

spectra 

and the precipitation 

conform to classical 

particle 

rain 

distributions, but with a few very large 

partially melted aggregates surviving. 

Ice water content profiles were derived 

from the image data and radar data. The mean 
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ice water contents above the melting layer are 

3 times the liquid water contents just below 

the melting layer (4.1 km). The ice water 

content is about 0.4 gm- 3 near the top of the 

melting layer. Using a total melting layer 

depth of 700 m, the computed mean cooling for 

The layer is 0.224°C. 

4. THEORETICAL CALCULATIONS 

evolution of the The 

spectrum is calculated for 

particle-size 

levels above, 

within, and below the melting layer using a 

theoretical model. Growth/evaporation through 

diffusion is calculated for the two relative 

humidities of 100% and 97%. Calculations are 

made to illustrate the additional survival 

distance of aggregates below the melting layer. 

The model is used to illustrate several 

important microphysical processes in the 

melting layer. The model calculations show the 

importance of aggregation to the large particle 

concentrations in the melting layer. The model 

calculations of ice water content versus 

altitude 

calculate 

previously described allow us to 

the heating and cooling rate 

profiles. These calculations show that above 

the "isothermal layer" a significant heating 

occurs due to vapor deposition on the growing 

ice particles. Within the "isothermal layer" 

nearly all of a significant amount of cooling 

takes place in a very thin layer near the onset 

of melting. This is a consequence of the large 
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Fig. 6 Maximum ECD in each 10s data summation. 

fraction of the ice mass contained in the 

sublimation size particles which melt quickly 

upon reaching the "isothermal layer". 

5. CONCLUSIONS 

Measurements and calculations above, in, 

and below the melting layer have shown that: 

o The layer over which some melting takes 

place is much deeper than the "isothermal 

layer". Some large aggregates reach +5°C, and 

warmer, as ice. 

o The onset of melting is near the top of the 

"isothermal layer", and most of the mass is 

melted. Consequently most of the cooling 

occurs wholly within the "isothermal layer", 

which is slightly warmer than 0°C. 

o The production of very large aggregates is 

dramatic after the onset of melting, due both 

to a melting-induced increase in the terminal 

velocity difference between similar size 

hydrometeors, and to enhanced sticking. 

o The radar reflectivity maximum (bright band) 

is due to these relatively few, very large 

aggregates that survive to warmer 

temperatures, and is depressed well below the 

base of the "isothermal layer". 

o In this case the layers below the melting 

layer appear to be decoupled from those 

above. 

o Small crystals are being replenished above 

the "isothermal layer" apparently due to a 

fragmentation or breakup process. 
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DUAL-DOPPLER AND AIRBORNE MICROPHYSICAL OBSERVATIONS IN THE STRATI FORM REGION OF THE 10-11 JUNE 

MCS OVER KANSAS DURING PRE-STORM 

S.A. Rutledge 1, RA.Houze, Jr.2 , A.J. Heymsfield3 and M.I. Biggerstaff4 

Department of Atmospheric Sciences, Oregon State University, Corvallis, OR 97331; 
2

• 
4 Department of Atmospheric Sciences, University of Washington, Seattle, WA 98195; 

3 NCAR P.O. Box 3000, Boulder, CO 80307 

1 . INTRODUCTION 

During May-June 1985 the PRE-STORM 

(Preliminary Regional Experiment for the Stormscale 

Operational and Research Meteorology Program­

Central Phase) Project was conducted, focusing on 

Mesoscale Convective Systems (MCS's) as they passed 

over the Great Plains. The particular case we study 

herein is the 10-11 June 1985 storm. This storm 

was characterized by a line of convection trailed by a 

broad region (~ 100 km) of stratiform rain. We ex­

amine the kinematic and microphysical structure of 

the trailing stratiform region through dual-Doppler 

and airborne observations. 

2. DUAL-DOPPLER OBSERVATIONS 

We discuss the dual-Doppler analysis at 0345 z on 

11 June. At this time the storm was in it's mature 

phase, shortly after which the convective region 

weakened. This time corresponds to in-situ airborne 

observations of particular interest. The dual-Doppler 

data were obtained from the network located in 

Kansas, consisting of the NCAR (National Center for 

Atmospheric Research) CP-3 and CP-4 5 cm radars. 

Overview details of the techniques used in the dual­

Doppler analysis are given in Biggerstaff et al. (this 

volume). The horizontal flow structure relative to 

the storm is shown in Figs. 1 a-c. The bulk of the 

convective region had moved out of the domain at this 

time. The low-level flow (Fig. 1 a) was parallel to the 

convective line, especially in the transition zone· and 

the leading portion of heaviest stratiform precip­

itation (defined by X=-30 to X=30 km). Strong out­

flow at the rear of the stratiform precipitation zone 

was present. This outflow is fed by air entering the 

rear of the system at upper levels and subsiding in a 

strong mesoscale downdraft. At 3.9 km (Fig. 1 b) the 

flow was rear-to-front, but again became parallel to 

the convective line in the transition region. Rear-to-
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front flow has been previously identified by Smull and 

Houze (1985). At upper levels (Fig. 1 c) the flow had 

a strong front-to-rear component. This flow trans­

ports ice produced in the convective region into the 

stratiform region which plays an important role in 

the water budget of the stratiform region (Rutledge 

and Houze, 1987). 

Mean vertical cross-sections for the region bounded 

by y=-30 to Y=30 km are shown in Fig. 2. The re­

flectivity field (Fig. 2a) is characteristic of strati­

form precipitation (note distinct bright band 

structure). The transition zone is seen as a low-level 

depression in reflectivity (x=30 to X=55 km). The 

relative flow perpendicular to the convective line 

(Fig. 2b) clearly shows the rear inflow layer 

(shaded). Front-to-rear flow (right to left) above 

the rear inflow layer is deep and rather uniform with 

height. The mean vertical velocity (Fig. 2c) shows 

deep mesoscale lifting throughout the cross-section 

with speeds to 50 emfs, and a well-defined mesoscale 

downdraft of comparable magnitude. The mesoscale 

downdraft is broad, interrupted only near x=0 by 

weak upward motion. The mesoscale downdraft gives 

way to deeper and stronger subsidence in the trans­

ition zone resulting from evaporatively driven down­

drafts at mid- to low-levels and by the merger of 

outlows from the upper parts of convective cells with 

environmental flow near the tropopause (see 

Biggerstaff et al. this volume). The stronger sub­

sidence in this region may be partly responsible for 

the observed precipitation minimum in the transition 

zone. The top of the mesoscale downdraft is roughly 

associated with the top of the rear inflow jet, at least 

for x<0 km, suggesting a close link between the pene­

tration of dry air into the rear of the storm and meso­

scale subsidence. 
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3. AIRBORNE OBSERVATIONS 

Both NOAA (National Oceanic and Atmospheric 

Administration) WP-3D aircraft obtained in-situ 

microphysical observations in the trailing stratiform 

region. From these data mixing ratios for ice were 

then derived. Particle sizes and habits were deter­

mined using the 2-D PMS cloud and precipitation 

probes. The data collection is summarized by discus­

sing ice water contents and particle habits along the 

aircraft flight tracks. Two periods of observations 

are discussed: 0330 to 0351 Z by NOAA 43, consis­

ting of an ascending path from 4.0 to 5.4 km situated 

along the leading edge of the band of most intense 

stratiform rain (Fig. 3a); 0424 to 0456 Z by NOAA 

42 consisting of a level pass through the stratiform 

region at 4.8 km MSL (Fig. 3b). The microphysical 

observations are summarized in Tables 1 and 2. 

The observations from NOAA 43 near the transition 

zone indicate a sharp increase in IWC with height. The 

marked increase at 0339 Z, with nearly a doubling of 

the IWC, is associated with the aircraft's ascent 

through the top of the rear inflow layer, or into the 

ice-laden front-to-rear flow (Fig. 2b). Particle 

types were predominantly aggregates of unidentifiable 

particles, consistent with ice particles produced in 

convective cells. The increase in IWC with height may 

also be a result of intense sublimation in the tran­

sition zone caused by strong downdrafts (see Fig. 2c). 

The microphysical results for NOAA 42 indicate a 

fairly uniform IWC with the exception of the end of 

the leg, at which point NOAA 42 passed through the 

back edge of the intense stratiform precipitation, 

below the base of the deep stratiform cloud. Particle 

types were predominantly aggregates of dendrites. 

Evidently the dendrites were produced above this level 

(near -14 °c, z=6 km) then drifted downward and 

aggregated at lower levels. This indicates particle 

nucleation and growth in the mesoscale updraft. The 

presence of needles also is an indicator of nucleation 

in the mesoscale updraft, immediately above flight 

level. Particle observations also indicated riming 

growth may have been present. Peak updrafts 

approached 1 m/s in the stratiform region, which 

would have generated supercooled water. 
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Table 1. Ice water contents and particle habits for 
0330-0351 Z from NOAA 43. 

Time /Z} L...t..Ql IWC/g/m
3

) HABITS 

0330 -1.0 0.2 Giant· aggregates 
0333 -0.3 0.5 
0336 -0.7 0.6 Large· aggregates 
0339 -2.3 1.3 
0342 -3.6 1.3 Small* aggregates 
0345 -3.5 1 . 9 Small aggregates

1
needles 

0348 -5. 1 1. 7 " 
0351 -6.8 1.4 

*Giant D > 1 cm; large D > 5 mm, small D < 5 mm. 

Table 2. Ice water contents and particle habits for 
0424-04562 from NOAA 42. 

Time (Z)L...t.Q IWC/g/m
3

) HABITS 

0424 -4.4 0.89 Aggregates of dendrites, 
needles 

0428 -4.2 1.34 
0431 -3.6 1.41 Some needles, aggregates 
0434 -3.8 1 . 81 Aggregates, lightly rimed 
0437 -3.4 1.25 " 
0440 -3.5 1 .63 
0443 -3.2 1 .23 Aggregates of dendrites 
0446 -2.7 1.37 " 
0449 -2.5 1.24 Some dendrites, possible 

riming 
0452 -3.4 0.1 0 Aggregates, some dendrites 
0456 -3.8 0.01 

4. CONCLUSIONS 

Dual-Doppler observations revealed three distinct 

flows in this storm: front-to-rear flow at low 

levels, strong rear-to-front flow at mid-levels, and 

deep front-to-rear flow aloft. The rear inflow was 

responsible for intense sublimation and evaporation at 

low levels, which resulted in a strong mesoscale 

downdraft. The front-to-rear flow evidently trans­

ported ice particles into the trailing region. Particle 

observations in the stratiform region indicated in­

situ production of ice particles by the mesoscale 

updraft. 
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VERTICAL DRAFTS IN THE CONVECTIVE REGIONS OF MESOSCALE CONVECTIVE SYSTEMS IN KANSAS 

M.I. Biggerstaff and R.A. Houze, Jr. 
University of Washington 
Seattle, Washington 98195 

• 1. Introduction 

Several mesoscale convective systems (MCS'S 

passed through the observational network of the 

Stormscale Operational and Research Meteorological 

Program-Central Phase (PRE-STORM). These storms 

were typically characterized by a line or region of 

convection, an associated area of stratiform precipitation 

and distinct mesoscale motions. Two cases, which passed 

over Kansas on 10-11 June and 28 May 1985, were 

examples of rnidlatitude squall lines with trailing regions of 

· stratiform precipitation. The general structural features and 

single-Doppler radar kinematic analyses emphasizing the 

mesoscale circulations of these two cases have been 

presented by Smull and Houze (1987) and Rutledge et al. 

(1988). The third case (3-4 June 1985) contained a more 

varied pattern of convection which formed into lines for 

· only a brief period and had stratiform rain confined mainly 

to the northern portion of the system. In this paper, we 

focus on the convective-scale motions and present results 

derived by dual-Doppler analysis of the PRE-STORM 

radar data in these three observed mesoscale systems. We 

investigate specifically the spatial arrangement and 

intensity of the updrafts and downdrafts in the convective 

regions of these storms. 

2. Data and method of analysis 

All data were obtained with two National Center 

for Atmospheric Research (NCAR) 5-cm wavelength 

Doppler radars (CP3 and CP4), which were deployed near 

Wichita, Kansas, with a 60 km north-northwest/south­

southeast baseline. The radars were operated m 

coordinated sequences of elevation angles, either over 360° 

in azimuth or over smaller limited area sector scans 

(Rutledge et al., 1988). We use only the 360° scans in this 

paper. Several sector scans were also analyzed but led to 

no significant differences in results. The 360° scans 

provided regions of dual-Doppler analysis both east and 

west of the baseline. 

For both the 28 May and 10-11 June cases, radar 

data were collected from 0.2 to 58.0° in elevation. 

S.A. Rutledge 
Oregon State University 
Corvallis, Oregon 97331 

Convective cells were well sampled at the tops, thus 

allowing an upper boundary condition to be applied in 

integrating the anelastic continuity equation downward to 

obtain the vertical velocity. A boundary condition of 0.1 

to 0.25 mis in the convective region and zero elsewhere 

was used for all of the volumes analyzed for these two 

days. Values ranging from zero to 2.0 mis in the 

convective region and zero to 0.5 mis elsewhere were 

tested. The results were not very sensitive to the choice of 

boundary condition except for the extreme cases. Also, 

"sponge depths" (in which the initial vertical velocity is 

determined by multiplying the upper most measured 

divergence by the depth of the sponge-Knupp, 1987) 

have been tested for depths of 0.1 to 1.0 km. The mean 

vertical velocities were relatively unaffected by sponge 

depths < 0.5 km, but large vertical drafts at upper levels 

appeared as a result of the boundary condition calculation. 

This method thus tends to overemphasize the role of the 

upper-level divergence, which is generally not well 

sampled and could be affected by sidelobes. By using a 

near zero but slightly positive vertical velocity as the 

boundary condition, any significant drafts that are 

computed are the result of integrating over a fairly deep 

layer rather than overemphasizing the upper-level 

divergence. 

During 3-4 June, the radars scanned to only 28.0°. 

For that case, we used between 0.25 and 0.50 mis in the 

convective region and zero elsewhere. 

As a further check on the vertical velocity 

calculation, a lower boundary condition was applied to the 

data after the divergence had been integrated. Since none 

of the analyses contained data extending to the ground, we 

took 67% of the residual mass flux in grid columns 

extending to 500 m above the ground and 33% of the 

residual mass flux in grid columns extending to only 1 km 

above the ground. No adjustment was made in columns 

terminating before 1 km above ground. Thus, only about 

70% of the data was adjusted. The divergence was 

recomputed with the amount of adjustment increasing with 

height. Then, the adjusted convergence was integrated to 
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obtain the adjusted vertical velocity. The net result of this 

adjustment scheme was to reduce the strength of the low­

level downdrafts. The upper-level downdrafts were less 

sensitive to the adjustment. But in some cases they were 

slightly increased to compensate for low-level updrafts. 

Since there is evidence that a significant amount of 

divergence can occur within the lowest 500 m of the 

atmosphere in convective systems (e.g., Wilson et al., 

1984), we consider those results to be less realistic than 

those shown in here. Moreover, the basic strucutre of 

vertical drafts were relatively unaffected by this adjustment 

scheme. 

All data were adjusted in position according to the 

observed mesoscale system motion to a central analysis 

time to account for the time interval required to collect a 

full 360° scan. The data were thus shifted a maximum 

horizontal distance of about 4 km. Horizontal velocities 

were filtered to remove wavelengths less than 6 km to 

ensure that this data "advection" did not bias our results. 

The filtering is also consistent with the upper-level 

horizontal resolution of the data. The time interval 

required to complete a full 360° elevation-angle sequence 

("" 10 min) is a major limitation in the data set. However, 

since results using the smaller sector scans, which took 

only 6 min to complete did not show any major differences 

in the structure of vertical drafts, we are confident in the 

results obtained from the 360° scans. 

3. Results 

Figures 1 and 2 show typical cross sections normal 

to the convective line for the two squall-line cases. In both 

of these systems, a mesoscale area of ascent 20-40 km 

across and hundreds of kilometers long was observed 

ahead of and in the zone of highest reflectivity. Fairly 

continuous enhanced updrafts (>3 m/s) were located 

within this region and were confined mainly to the area 

defined by the reflectivity cells. These updrafts generally 

increased in area and usually tilted upshear with height. 

Within this fairly continuous sloped convective updraft, 

separate cores of stronger vertical motion were observed. 

These cores formed a stair-stepped pattern within the 

general updraft. The maximum vertical velocities of these 

cores tended to increase with height. Peak updraft speeds 

from 10-20 mis were typically found between 8 to 10 km 

MSL, although strong updrafts were also found at mid­

levels probably associated with the development of new 
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cells at the leading edge of the convective line (e.g. x = 26 

km, Figure 2). 

Figure 3 shows a vertical cross section through a 

convective cell in the 3-4 June case. The absence of a 

broad region of ascent at low to mid levels in Figure 3b 

may be due to the more varied organization of the 

convective cells in this storm compared to the 28 May and 

10-11 June squall line systems. However, the general 

structure of the updraft from mid to upper levels was 

similar to that of the other two cases. The same stair­

stepped structure of the enhanced updraft cores was 

evident. 

Each of the systems also exhibited mid to low level 

convective downdrafts, probably associated with 

precipitation loading and evaporative cooling, usually 

within or upshear of the maximum reflectivity core. As 

illustrated in Figs. 1-3, these low-level downdrafts were 

several kilometers across and had peak values between 3 

and 5 mis, located within one or two km from the ground. 

The characteristics of similar low-level downdrafts have 

been documented by Knupp (1987). 

In addition to downdrafts at low levels, convective 

downdrafts were also observed at upper levels on both 

sides of the peak reflectivity cores in all three of these 

systems. These upper-level downdrafts were usually 

weaker and shallower than the low level downdrafts. 

Speeds from 1 to 3 mis and depths from 2 to 4 km were 

typical. The strongest of these upper-level downdrafts 

tended to be located ahead of reflectivity cores that tilted 

downshear with height (Figures 1 and 3). Apparently 

similar behavior has been seen in recent model simulations 

of Rotunno et al. (1988). Occasionally, upper and lower 

downdrafts would appear to be vertically aligned (e.g., x = 
12 km, Figure 2b), creating columns of downdrafts 

extending throughout the depth of the troposphere. This 

result does not imply that the trajectories of air parcels in 

these columns extended from upper troposphere to the 

ground. The horizontal velocities (not shown) were about 

three times as large as the vertical velocities in this region 

and the widths of these superimposed downdrafts were 

usually quite narrow. 

4. Conclusions 

In the three PRE-STORM cases considered here, 

the structure and types of vertical convective drafts were 
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very similar. In each case, three basic types of vertical 

drafts were observed in the convective region: a somewhat 

continuous tilting updraft, a low-level downdraft and an 

upper-level downdraft. The strengths and sizes of the 

vertical drafts varied from case to case and were three­

dimensional in character. However, the tendency for the 

peak updraft to be between 8 and 10 km MSL and the peak 

low level downdraft to be within 2 km of the ground was 

common among all three systems. 
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Furthermore, the tendency for upper-level 

downdrafts to be located adjacent to and immediately ahead 

of downshear tilting reflectivity cores and for the deepest, 

strongest low-level downdrafts to be located within 

upshear tilting reflectivity cores was observed in all three 

systems. 
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1. Introduction 

The precipitation in the inner-core region of a 

hurricane (i.e., the region within about 50-100 km of the 

of the eye) is characterized by a ring of heavy eyewall rain 

and a surrounding region of lighter stratiform 

precipitation. Marks (1985) and Marks and Houze 

(1987) have found that about 60 % of the inner-core 

precipitation falls in the surrounding annular zone of 

stratiform rain. Black and Hallet (1986) found that 

hurricanes are glaciated everywhere above the -5°C level 

and that convective updrafts in the eyewall region contain 

graupel along with some supercooled drops while 

convective downdrafts adjacent to the updrafts tend to be 

characterized by high concentrations of small ice particles, 

many of which are columns and needles. The stratiform 

areas are characterized by aggregated snowflakes. 

Columnar crystals are also found in the stratiform areas, 

but only within 10-15 km of convective updrafts. Black 

and Hallet surmised that much of the ice in the stratif orm 

regions originates through secondary nucleation within 

the eyewall updrafts and is then redistributed throughout 

the storm by the upper and midlevel radial outflow 

component of the secondary circulation associated with 

the hurricane vortex. Marks and Houze (1987) have 

shown that the ice particles advected from the upper levels 

of the eyewall by the radial flow are carried as many as 1 

1/2 times around the storm by the strong tangential flow 

(i.e. the primary circulation) of the vortex before they 

reach the melting level. Thus, ice particles generated in 

and detrained from the top of convection at a particular 

location along the eyewall form a slowly descending 

plume that spirals gradually outward from the eyewall 

while winding around the entire storm. In this way, 

convection at one point in the eyewall seeds the 

precipitation pattern in the annular region surrounding the 

eyewall. 
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Since ice-particle image data are typically collected 

along an aircraft flight path, and because the routes 

followed are usually designed to collect a variety of data, 

of which cloud microphysical measurements are only one 

part, the horizontal patterns of ice-particle data on which 

previous results are based have generally been determined 

only for limited areas of storms. To fill this observational 

gap, flights in Hurricane Norbert (which occurred off the 

west coast of Mexico in 1984) were conducted with one 

NOAA WP-3D aircraft dedicated to mapping the 

microphysical characteristics of the inner-core region of 

the storm at the 6 km level (0 to -10°C), which was the 

highest level at which the aircraft was able to fly on this 

occasion. (At the same time a second WP3D was 

operating at a lower level, collecting Doppler radar data to 

document the kinematic structure of the storm.) 

The objectives of the study are to determine the 

horizontal distribution of ice particle types, concentrations 

and sizes throughout the inner-core region of the storm at 

the 6 km flight-level and to infer from these horizontal 

patterns the influence of the eyewall convection on 

seeding the annular region around the eyewall. 

2. Data and methods of analysis 

Two PMS probes were on the aircraft. The 

"precipitation probe" (2DP) has a diameter range of 0.2-

6.4 mm in 0.2 mm steps, while the "cloud probe" (2DC) 

has a range of 0.05-1.6 mm in 0.05 mm steps. Particles 

were classified by size according to the equivalent circle 

diameters of the images on each probe. On the 2DC, the 

categories were: 2DC-small- 0.05 to 0.5 mm; 2DC­

medium-- 0.55 to 1.05 mm; and 2DC-large: > 1.05 mm. 

On the 2DP, they were: 2DP-small-0.2 to 2 mm; 2DP­

medium- 2 to 4 mm; and 2DP-large: > 4 mm. Many 

particles were observed in each of these size categories, 

except for 2DP-large, in which category only very few 



particles were observed. The 2DC-medium and large 

particles were further subdivided according to particle 

shape. Particles for which the eccentricity of an ellipse 

fitted to the image was > 0.9 (length to width ratio "" 

3.5: 1) were called columns, since their images appeared 

qualitatively to be columnar crystals, while particles for 

which the eccentricity was < 0.4 were referred to as 

nearly round . Medium and large 2DC images not 

classified as either columns or nearly round appeared to 

have been aggregates of ice crystals. The nearly round 

particles appeared to have been graupel when seen in 

regions of active convection and aggregates when seen in 

stratiform regions devoid of significant liquid water. 

Only a few images of drops were obtained at the 6 

km level, and these were all found in crossings of the 

eyewall, where the flight-level temperature was 

maximum. No cloud-liquid water was observed with the 

Johnson-Williams probe except at these locations. Drops 

and all bad images as defined by Black and Hallet (1986) 

were deleted. In addition, "broken" images, which are 

said to occur if more than one shadow is found between 

time marks, were deleted. 

The number concentrations of particles have been 

determined for each of the five size categories (2DC­

small, medium and large, and 2DP-small and medium) 

and for the total of all particles seen on both the 2DC and 

---
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2DP. In addition, number concentrations of columns and 

needles (as defined above) were determined. Mass 

concentrations for the 2DC and 2DP data were computed 

using the equivalent circle diameters of the images and an 

ice-particle density of 0.1 g cm-3. 

The flight track of the upper-level aircraft 

consisted of a sequence of overlapping wedge-shaped 

circuits extending radially outward from the eye and 

covering all portions of the stonn, but emphasizing the 

most active southwestern quadrant (see Houze et al., 

1985, for a map of the flight tracks). The mass and 

number concentrations were determined for finite 

increments of the flight path. The mesoscale variations of 

concentration appeared to be well represented by 5 km 

resolution data. Hence, a horizontal cartesian coordinate 

system centered on the storm was divided into a grid of 5-

km square bins. Then each 5-km resolution data sample 

along the flight track was assigned to the cartesian bin in 

which it was centered. Mesoscale fields were then 

obtained by averaging all of the samples in each cartesian 

bin, and drawing contours to represent the gridded and 

averaged data. These fields are overlaid, for reference, 

on a pattern of radar reflectivity observed with the lower­

fuselage radar of the lower-level aircraft. 

3. Results 

A measure of the characteristic particle size within 

' 
+ 
N 

. 

( b) 

. 

: 

Figure 1. (a) Contours of median diameter of particles observed with the 2DC aboard the NOAA P3 aircraft in Hurricane 

Norbert shown by solid lines for values of 0.6, 1.0 and 1.2 (interior of 1.0 and 1.2 are hatched) mm. (b) Contours of 

2DC particle concentration at the 6 km level shown by solid lines for 40, 120 200 and 280 (interior hatched) per liter. 

Particle images were obtained at the 6 km level between 0020 and 0420 GMT 25 September 1984. The contours are 

overlaid on a composite radar reflectivity pattern based on lower-fuselage radar data obtained from 00128-0215 GMT. 
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an observed population of particles is the median volume 

diameter, defined as the particle diameter that divides the 

number -distribution in half. Isolin~s of median volume 

diameters of the size distributions measured by the 2DC 

probe is shown in Fig. la. A similar pattern was seen in 

the 2DP data, except that the median volume diameters 

were generally larger for the 2DP. The median volume 

diameter was highly correlated with radar echo intensity, 

more so than any of the other fields we derived from the 

PMS data. Separate elongated maxima of median volume 

diameter coincided with the eyewall eyewall radar echo 
surrounding the eye from northwest-southwest-southeast 

and the strati.form echo band located generally southwest 

of the eye. Thus, the both the eyewall echo band and the 

stratiform band were the loci of generally larger ice 

particles than elsewhere in the storm at the 6 km level. 

The total number of particles, per unit volume of 

air, sampled by the 2DC are indicated in Fig. lb. Since 

number concentrations are dominated by the smallest 

particles present, the 2DC concentrations were always 

larger than the 2DP, ranging between about 40 and 350 

per liter, with typical values of 100 per liter, while the 

2DP concentrations (not shown) were 10-70 per liter. 

The peak values of number concentration ( on both the 

2DC and 2DP) occurred in a ring surrounding but 

displaced 10-20 km radially outward from the eyewall 

radar echo band. A secondary azimuthally elongated 

maximum of particle concentration was located 60-70 km 

southwest of the storm center within the stratiform echo 

band. Individual peaks in number concentration were 

very strongly anticorrelated with peaks in the patterns of 

median volume diameter (cf. Fig. la). The ring of high 

particle concentrations surrounding the eyewall echo band 

indicates that large concentrations of small particles 

(which dominated the number concentration) 

characterized the annular strip lying between the eyewall 

heavy rain zone and the outer strati.form echo region. 

4. Conclusions 

The results in Figs. la and b indicate that at the 6 

km level larger particles occurred within the eyewall radar 

echo region and within the stratiform rainband, while the 

highest concentrations of particles, nearly all in the small 

size category, were found in an annular region displaced 

10-20 km radially outward from the eyewall rainband. 

Evidently, small particles in both the convective and 
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strati.form rainbands were swept out by larger particles in 

the areas of heavier precipitation. This pattern is 

consistent with the pattern of precipitation fallout 

suggested by Marks and Houze (1987) for the inner-core 

region of Hurricane Alicia (see their Fig. 9). According 

to this pattern, ice particles generated in the eyewall 

updraft are advected radially outward, with the initially 

larger particles falling out in the eyewall rainband while 

the initially smaller particles are carried up and advected 

outward to fall out eventually in the stratiform rainband 

region. In the annular region lying between the fallout 

zones of these two characteristic types of particles, 

evidently the smaller particles are not as effectively swept 

out, leaving the zone of higher concentration in between. 
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THE BULK WATER BUDGET OF HURRICANE NORBERT (1984) AS DETERMINED FROM 

THERMODYNAMIC AND MICROPHYSICAL ANALYSES RETRIEVED FROM AIRBORNE DOPPLER RADAR 

J. F. Gamache, F. D. Marks, Jr., and R. A. Black 

NOAA/AOML/Hurricane Research Division, Miami, Florida, USA 

R. A. Houze, Jr. 

University of Washington, Seattle, Washington, USA 

1. Introduction 

The main source of energy in a tropical 

cyclone which maintains the warm core is the 

release of latent heat of condensation. 

Shapiro and Willoughby (1982) have shown that 

the location of this latent heat source 

relative to the radius of maximum wind is one 

important factor in storm intensification. 

It is our goal, therefore, to determine not 

only the magnitude of the bulk condensation, 

evaporation, rainfall and water transport, 

but the intensity distributions of each of 

these processes as well. 

On 24 September 1984, two US NOAA WP-3D 

research aircraft probed eastern Pacific 

Hurricane Norbert in a mission to determine 

the inner core water budget. One aircraft, 

carrying the airborne Doppler radar flew at 

3 km in altitude, while the second flew at 

6 km. Reflectivity and wind were determined 

within a 38 km radius of the storm center. 

Two methods are used to determine the 

water budget. In both methods, the thermo­

dynamic structure and water distributions are 

assumed to be steady state following the 

storm motion. In the first the cloud water 

and ice contents are determined by manipul­

ating formulations for autoconversion and 

collection, where precipitation contents and 

formation rates have been determined from 

radar and Doppler analyses. The method is 

similar to that of Churchill and Houze 

(1984). In the second method, the specific 

humidity and cloud content are determined 

using the techniques of Hauser and Amayenc 

(1986). In this method the cloud virtual 

temperature field has been retrieved from a 

Doppler thermodynamic retrieval method de-

veloped by Roux et al. (1984) and Roux 

(1985). The total water content (the sum of 

vapor, water and ice) is computed by solving 

the water continuity equation with boundary 

conditions. The cloud water and specific 

humidity are then computed so they are ther­

modynamically consistent with the retrieved 

cloud virtual temperature. 

2. The microphysical retrieval 

To compute the water budget using the 

first method, referred to hereafter as the 

microphysical method, the precipitation 

formation rates are determined by examining 

the change in the precipitation content 

following a parcel of air. In a steady state 

storm, 

dM 
p 

dt 

➔ 

V ·llM, (1) 
r p 

where M is the precipitation mass concentra­
P 

tion and V is the three-dimensional wind ve-
r 

locity relative to the moving storm center. 

The wind velocity is the Doppler-analysis 

wind, and M is determined from radar reflec-
P 

tivity. Two mechanisms cause a change in 

precipitation content: the actual production 

of precipitation by collection or autoconver­

sion of cloud, and the flux convergence of 

precipitation falling with respect to the 

parcel of air. The precipitation formation 

rate is therefore the difference between the 

rate of change of precipitation content and 

the precipitation flux convergence. Thus, 
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(dM I 
p ➔ 

a M dp 
p 

1-1 V • 'vM 
r p 

+ -(M V ) -
p T 

(2) 

\.dt J F az p dt 

where the left hand side is precipitation 

formation, the second term on the right side 

is the precipitation flux divergence, and the 

third term accounts for changes in air densi­

ty as the parcel ascends and descends in vi­

gorous drafts. VT is the terminal fallspeed 
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of the precipitation and pis air density. 

Precipitation formation is also expressed by: 

(dM I 
p 

I- I o:(M -M ) + M f(M ) , 
C CO C p 

(3) 

\.dt J F 

where o: and~ are constants, M is the cloud 
C 

mass concentration, and Meo is an autocon-

version threshold value. The first and 

second terms on the right hand side are 



autoconversion and collection, respectively. 

If Mc <Meo' then the first term (autoconver­

sion) on the right hand side is set to zero. 

Equation (3) may then be solved for Mc. The 

condensation and evaporation are determined 

from water continuity using a specific humi­

dity field derived from the cloud virtual 

temperature. This temperature is retrieved 

from the Doppler winds. In regions of up­

draft, saturation is assumed. In regions of 

downdraft a saturation deficit is determined 

from the precipitation evaporation rate. 

The vertical velocity field at 3 km is 

shown in Fig. 1, while the precipitation 

concentration is shown in Fig. 2. The 

precipitation formation rate determined from 

the velocity and precipitation fields is 

shown in Fig. 3. The cloud water concentra­

tion determined from (3) is shown in Fig. 4. 

3. Thermodynamic retrieval 

In the second method, following Hauser 

and Amayenc (1986), the condensation and 

evaporation are determined directly from the 

thermodynamic retrieval of temperature and 

specific humidity. The specific humidity and 

cloud water are determined by solving the 

water continuity equation. The equation is 

1 a 
➔ 

V • Vq - V • ( K VqT ) 
r T 

-(pq V ), (4) 
p T 

p az 

where the first term on the left hand side is 

the rate of change of total water mixing ra­

tio q following the parcel in the absence of 
T 

diffusion, the second term on the left hand 

size is the diffusion of total water, the 

right hand side is the precipitation flux 

convergence, and q is the precipitation 
p 

mixing ratio. The flux convergence is again 

inferred directly from radar reflectivity. 

Through an iterative process, the tempe­

rature, specific humidity, precipitation, 

cloud and total water fields are made 

consistent with the retrieved cloud virtual 

temperature while conforming to the water 

continuity equation (4). Once q is known 
V 

everywhere, condensation (c) and evaporation 

(e) may be computed. Following an air 

parcel, 

➔ 

c-e V · Vq 
r V 
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G. Tripoli 
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1 Introduction 

In recent years, increasing observational evidence has re­
vealed that the ice particle aggregation process is one of the 
predominant mechanisms of precipitation formation in a vari­
ety of cloud systems. Airborne cloud microphysical data ob­
tained from midlatitude mesoscale convective systems (MCS) 
also showed that aggregates are an important component of the 
precipitation in the stratiform region and transition region of 
midlatitude mesoscale convective complexes (MCC), especially 
in the stratiform region (Yeh et al., 1986; 1987). In a simulation 
of orographic cloud snowfall, Cotton et al. (1986) demonstrated 
that aggregation plays an important role in controlling the fields 
of cloud liquid water content, ice crystal concentrations, and 
surface precipitation amounts. However, when the aggregation 
model was applied to the simulation of a MCC, the model un­
derpredicted the amount of aggregates over the stratiform region 
(Chen, 1986). In this paper a two dimensional version of the 
Colorado State University (CSU) Regional Atmospheric Model­
ing System (RAMS) is applied to the simulation ofmeso-/3-scale 
convective component of a MCC. 

2 The study case 

The case selected for simulation is a meso-/3-scale cloud sys­
tem associated with a PRE-STORM MCC of 4 June 1985. The 
MCC developed in association with a short wave trough which 
passed through the mid-west region of the United States. The 
synoptic situation and sounding data exhibited some important 
features: 1) the atmosphere was warm and moist in the low lev­
els, and dry in the middle troposphere; 2) the southerly low level 
jet of 13 - 15 ms-1 at 85 kPa level pumped warm moist Gulf 
air to the area of PRE-STORM network; 3) there was a deep 
conditionally unstable layer from 90 kPa to 50 kPa level; 4) the 
wind hodograph showed that wind shear was strongest beneath 
the 60 kPa level, above it the southwestly air current prevailed 
up to the 10 kPa level. The MCC was a rapidly evolving and 
fast moving, non-linear system, which formed by 0630 GMT and 
dissipated at about 1400 GMT. Early in its lifecycle, numerous 
convective cells developed in a random manner. At 0800 GMT 
the convective echoes started to organize into several meso-/3-
scale sub-systems (Fortune and McAnelly, 1986). We focus on 
the simulation of the meso-/3-scale convective system. Airborne 
observations have revealed (Yeh et al., 1987) that the character­
istics of ice particles are quite different between the s~ratiform 
region and transition region. Most large particles are aggregates 
and graupel in the transition region, whereas aggregates predom­
inate in the stratiform region. The aggregation process in the 
stratiform region started at upper and colder levels but become 
more efficient as the aggregates approached the melting layer. 

3 Brief description of model characteristics and 
design of simulation experiments 

A two-dimension version of the CSU RAMS nonhydrostatic 
cloud model was used to simulate a meso-/3-scale convective sys­
tem. The governing equations and general features of the model 
system are described in Tripoli and Cotton (1982), Cotton et 
al. (1982; 1986). Several aspects of the aggregation model de­
veloped by Cotton et al.(1986) have been improved in the new 
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Table 1 The numerical simulation experiments 

Simulation Microphysics Collection efficiency 
experiment model of ice particles 

Control New version O" - -13"C: E(T,) = 10"·=••+0
·•

30 

experiment T < -13°C: E(T,) = Min[10°·03•T•-0•7 ,0.2] 
Sensitivity Version 5 -12" - -15"C: E(T,) - 1.4 

Exp.I otherwise: E(T,) = Min[10°·035T,-o.7 ,0.2] 
-12.sv - -15.SVC and saturation for water: 

Sensitivity New version E(T,) = 1.4 
Exp.2 othenrae: E(T,) = 0.3 

version of parameterized microphysics, including the division of 
the ice crystal class into small, non-precipitating crystals and 
large snow crystals, the introduction of an empirical formula of 
collection efficiency of ice particles diagnosed from the observed 
particle size spectrum (Yeh et al., 1988), and changes in the 
conversion equation from aggregates to graupel. The numerical 
experiments are summarized in Table 1. 

The 2-D model domain was 90 km long and 19 km high with 
a grid scale of Ax= 1 km and Az = 0.5 km. The x-coordinate 
was selected pointing 60° from north, which is basically consis­
tent with the direction of wind shear from the surface to the 60 
kPa level and the observed propagating direction of the MCC. 
The coordinate frame moved with an average speed of 15 ms-1 

along the x axis. A 10 s timestep was used in the similation for 
the first hour, and 7.5 s after. The radiative lateral boundary 
condition and normal mode radiative top boundary condition 
were used in the simulation as applied in the orograph cloud 
simulation by Cotton et al. (1986). A cold downdraft initializa­
tion method is also used to trigger the cloud circulation. The 
model was initiated with a sounding data taken from Wichita 
at 0600 GMT 4 June 1985 just before the MCC developed. A 
mesoscale updraft beneath 6 km level was added in the simula­
tion with a peak value of 0.40 ms-1 at the level of 4 km and 
decreased linearly to O ms-1 at the levels of O and 6 km. 

4 Dynamical and thermodynamic properties of 
the simulated meso-,B-scale convective system 

The control experiment reveals the general properties of the 
convective cloud system. The time-height cross section of ver­
tical motion (Fig. 1) shows that the meso-1 -scale convection 
is basically unsteady. The main convective cells developed in a 
time interval of about 30 min. The convective core located at 
the 7.5-8.5 km levels exhibited peak updraft values of 15.0, 20.5, 
19.5 and 19.0 ms-1 at about 30, 60, 90 and 135 min ofsimilation 
time. The convection weakened after 135 min and dissipated at 
165 min. The meso-/3-scale cloud system exhibited characteris­
tics ofa multi-celled convective storm for a period of3 h (Fig. 2). 
Beneath the updraft, a downdraft developed at about the 8 km 
level with weaker values of 6-8 ms-1 . The fact that the main 
convective activity concentrated at the mid-upper troposphere 
suggests that the ice-phase process is important to the evolution 
of the convective system. 

The perturbation pressure field exhibits a meso-low of -1.5 
mb at low levels at 30 min of simulation time, and reached to 
-7.5 mb at 75 min. The meso-low extended to the upshear side 
and covered the entire domain beneath the 7.5 km level at the 
end of the simulation with a peak value of -8.0 mb. A weaker 
high pressure area developed near cloud top. The meso-high 
with a peak value of 2 mb at 90 min is located on the upshear 



side of cloud system at the 8 to 11 km levels (Fig. 3a). 
The temperature perturbation field shows a warm core in the 

cloud at the 6 to 10 km levels. Since the low levels are moist, 
cooling by evaporation in the downdraft was not evident (Fig. 
3b). Cooling by cloud top evaporation can be seen with peak 
values of -10° to -14°C. 
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5 Microphysics of the simulated meso-,6-scale 
convective system 

The microphysics show that graupel is primarily concentrated 
in the strong convective cells which is the main source of convec­
tive rainfall after one hour, and aggregates are mainly located 
in the stratiform region and decaying convective cells which pro­
duce the stratiform rainfall. Riming is the predominant precipi­
tation mechanism in convective cells, and aggregation is predom­
inant in the stratiform region. In the transition region, which 
is near the convective cells and generally composed of decay­
ing convective cells, both riming and aggregation are important. 
The basic characteristics of precipitation formation is consistent 
with observation. The results of sensitivity experiments with 
ice-phase microphysics are summarized as follows: 

N 

:,: 
>< 
N 

1. Fig. 4 shows the contours of the mixing ratio of ice-phase 
particles at 90 min obtained from the sensitivity Exp. 1 
listed in the Table 1. It can be seen that the ice crystals 
occupy the entire cold region above the level of 7 km in 
the cloud system, and there are no aggregates. Obviously, 
the aggregation efficiency selected by version 5 of RAMS 
is too low. 

2. Fig. 5 is the same as Fig. 4 except for Exp. 2 in Table 
1. Compared to Exp. 1, aggregates dominate the cloud, 
and pristine crystals and snow crystals are almost totally 
depleted. The aggregation efficiency is too large. 

3. The result of the control experiment is given in Fig. 6. 
Here the microphysical structure using the diagnosed ag­
gregation efficiency is more reasonable. Pristine crystals 
and snow crystals are mainly above the 7 km level, while 
graupel are concentrated in the strong convective cells and 
somewhat in the decaying cells. The aggregates primar­
ily extend in the stratiform region and decaying convective 
cells in the layer from 3 to 8 km, which is consistent with 
the observation that aggregation starts at the upper and 
colder levels but becomes more efficient near the melting 
layer. 
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Fig. 3 Perturbation pressure (P') and perturbation potential 
temperature ( 0') fields at intervals of 0.5mb for P' and 2° K for 
0' for control experiment at 90 min simulation time. 
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OBSERVATIONAL ANALYSIS OF MESOSCALE CONVECTIVE SYSTEM GROWTH AND STRUCTURE 
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Atmospheric Science and Remote Sensing Laboratory, Johnson Research Center 
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Huntsville, Alabama 35899 USA 

1. INTRODUCTION 
Deep convection is often organized into mesoscale dusters ranging 
in horizontal dimension from less than 20 km to greater than 200 
km. In some cases, the mesoscale cluster (referred to herein as a 
mesoscale convective system or MCS) may be composed of con­
vective cores flanked by stratiform anvil. Such systems can vary in 
size from -100 km scale ( e.g., Knupp and Cotton, 1987) to - 500 
km scale (Maddox, 1980). Although spatial and temporal scales 
may differ between large and small MCS's, a great deal of 
similarity in cloud and mesoscale flows appears to exist in some 
cases. The manner in which the mesoscale flows ( e.g., mesoscale 
ascent within the anvil and mesoscale descent below the anvil) 
evolves remains abiguous. Moreover, the mechanisms which con­
tribute to the formation of the mesoscale updraft are not com­
pletely understood. In this paper, we will consider two 
hypothesized mechanisms which contribute to mesoscale updraft 
and associated precipitation formation, namely: (1) detrainment of 
buoyant air from convective towers, and (2) hydrostatic response 
to heating associated with deep convection. These two hypotheses 
are examined with reference to a particular case study in which 
detailed and comprehensive observations were made over the life 
cycle of the system. 

2. DATA 
The upscale development of this system is documented with 
several observational platforms which were implemented during 
the Satellite Precipitation and Cloud Experiment (SPACE), con­
ducted over northern Alabama and central Tennessee during June 
and July, 1986. In this preliminary study, we will consider RADAP 
data acquired from a WSR-57 radar located at Nashville (BNA), 
data from two C-band Doppler radars (CP-3 and CP-4), special 
surface mesonet data (20 stations), and conventional GOES visible 
and IR imagery acquired at 30 min intervals. Instrument locations 
are shown in a later figure (Fig. 3a). The RADAP data were col­
lected every 2 deg in azimuth and elevation, at approximately 120-
230 km range. Thus, these data depict only major convective cores 
due to the 4-8 km beam size and azimuthal sample spacing at the 
ranges involved. Higher spatial and temporal resolution data 
(reflectivity factor and radial velocity) were available from CP-3 
and CP-4. 

3. ANALYSIS 
3.1 OVERVIEW OF THE MCS DEVELOPMENT 
The MCS of interest evolved in a relatively unstable, low-shear en­
vironment as shown by the representative sounding in Fig. 1. (The 
sounding location is indicate by RSA in Fig. 3a.) Deep convection 
formed in a mesoscale cluster by early afternoon in response to 
large-scale lifting associated with a subtle short-wave trough. At 
maturity some 4-5 h after first echo, the MCS consisted of an east­
west line of broken convective cells ( oriented parallel to the shear 
vector), flanked to the north by a region of stratiform precipitation 
-80 km wide. The net MCS motion from north to south 
(perpendicular to the mean flow) was accomplished primarily by 
propagation along a mesoscale outflow. Individual cells moved 
with the mean flow along the major axis of the system. 

A time series overview of some MCS characteristics is presented in 
Fig. 2. First echo ( at an 18 dBZ threshold) was observed near 1730 
UTC (1130 LST) over the west-central portion of the mesonet, al­
though weak to moderately-intense echoes were observed earlier 
(1600-2000 UTC) over the southeastern portion of the network. 
The system exhibited a relatively uniform expansion and inten­
sification from first echo until -2100 UTC, when maximum echo 
intensity was recorded in the RADAP data. Surface outflow air 
was first apparent near 1830 UTC, but low-valued 0e outflow air 
was not recorded until -1930. The surface outflow air continued 
to expand in area after 1930 and appeared to aid importantly in 
development of subsequent convection. 

Incipient anvil associated with the MCS deep convection first ap­
peared in the visible GEOS satellite imagry at 1900 UTC. As 
shown in Fig. 3, the anvil exhibited significant expansion from 2000 
to 2200 UTC. The visible anvil expanded from -7,000 km2 at 2000 
to -36,000 km2 at 2300. The distribution of precipitation during 
the MCS developing stages is also shown in the RADAP data (left 
panels) of Fig. 3. During the early MCS stages (1800-2000), con­
vective echoes appeared as distinct entities, not significantly 
merged with neighboring cells. By 2000 UTC, cell merger was 
more prominent as a convective line appeared (labeled A in Fig. 
3). Over the next 3 h, this convective line (which was acutally a 
subset of the MCS) expanded, eventually evolving to the early ma­
ture structure shown in Fig. 3b. During the 2 h time interval from 
2000 to 2200 UTC, precipitation within the anvil displayed both 
expansion and an increase in intensity (see Figs. 2 and 3). 
Development of precipitation within the anvil thus lagged forma­
tion of the uniform anvil cloud top by roughly one hour. 

SOt---,--,-/---~..,/"'-/~..._._,,:.....-...,;4,......_-f"-A~-c......--r---4... 

.//,. .,.,./.,. ,./✓ 
60b-'----,-,,,__---c"---✓-:/,,L-----:,<-➔s--,....--1,--,-''----,,.<-4~'-",_ 

7□ t-----r-·'_-,-•4r.,_/_-:71 /c..'--,.s-27'-f,__--i".<a::--n~~-'1;"---:>F~---, Ji. 
./ (/ f(/ ,'.,./' II 

P~=49.6 Ll=-7.6 CRPE=2725. Rlu= 176. 10.0 M/5 -

Figure 1. Rawinsonde sounding for 1800 UTC 13 July 1986, plotted 
on a skew-T, In diagram. The sounding location is from point RSA 
shown in Fig. 3a. 
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3.2 CHARACTERISTICS OF THE ANVIL EXPANSION 
The formation of the anvil and its associated mesoscale updraft 
and precipitation is examined in further detail with the aid of 
higher-resolution Doppler radar data. Figure 4 presents analyses 
of reflectivity factor at the 8 km level (which intersect the lower 
portion of the mature anvil) at two times (2100 and 2200 UTC), 
between which development of precipitation within the anvil was 
most rapid. The vertical sections in Fig. 4 display a significant 
development of precipitation within that anvil during this time 
period. Such expansion was accomplished by the following 
mechanisms: 

(1) discrete propagation of new cells along the leading (left) 
edge of the system ( see Fig 4a); 

(2) development of convection behind the leading edge, as 
shown in Fig. 4b; 

(3) apparent development or intensification of a mesoscale 
updraft and assoicated divergence within the anvil. 

Mechanisms (1) and (2) would supposedly act to provide conden­
sate to the anvil region via (a) detrainment within the upper por­
tion of convective-scale updrafts, and/or (b) incorporation of 
decaying convective cells into the anvil region through relative mo­
tion. 

Figure 3. RADAP-derived echo patterns and GOES IR images during the MCS developing stages at 2000 and 2200 UTC. On the 
left panels, surface mesonet data (wind vectors and Se in deg K) are also plotted. Refectivity factor is contoured at 18, 30 and 43 
dBZ. Stippling denotes Z > 18 and solid black refers to Z > 43 dBZ. Vertical hatching depicts reflectivity factor > 18 dBZ on the 2 
deg elevation scan, which intersects the MCS at about the 10 km level. The right panels are GEOS IR images, with a MB enhance­
ment applied to highlight the anvil region. 

718 



Investigation of thunder and hail clouds using 

remote methods 

Vatian M.R. ,Bakhsoliani il'I.G. ,Lomidze N.£. ,Briliov G.B., 
Peskov B._c;. 

I. The task and investigation 
data 

Cumulonimbus clouds accompanied 
by severe thunderstorm,hail and se­
vere squalls(more than 25m/sec) da­
mage greatly national economy.That's 
why the important task of forecast­
ing centres is their detection and 
timely warning. 

This work presents:climate cha­
racteristics of hail and squalls .of 
different intensity;the evaluation 
of possibility of their diagnosis, 
shortrange forecasting usinP- obser­
vational data from meteorol~gical 
radar stations and satellites. 

Information used for the inves­
tigation was:hail and squall data 
obtained by surface meteoroloP-icai 
stations and antihail subdivi;ions 
in warm period of year(April-October) 
1966-1987 over the territory of Ge~ 
orgia,North Caucasus and Krasnodar 
region;also radar characteristics of 
cloud and precipitation systems and 
satellite pictures. 

2. Hail and squall climatology 
2.1.The day with hail vms consider­
ed as a case when on the protected 
territory solid precipitations were 
registered at least once durinP- a 
day. 

0 

Seasonal distribution of the 
nwnber of days with hail and its 
statistic characteristics for the 
period from april to October 1978-
1987 is_presented in table 1.Analy­
sing this table one can see that the 
most dangerouse months when hail oc­
curs are May and June.I;Iean number of 
~ays with hail is 6 when their max­
imum value is 16.Mean many years 
number of days with hail reaches17.4 
but their natural frequency is 19% 
of the general number of days with 
thunderstorms. 

According to radar data the mum­
ber of detected areas with Cb clouds 
echo on the protected territory was 
on an average 3600 for the season. 
Usually they are accompanied by 
showers,moderate and seldom catast­
rophic hail and squalls. 

In the warm periods of the year 
in different regions of the Cauca­
sus catastrophic hail is registered 
on an average 2 or 3 times.They are 

accompanied by large grains of hail 
(diameter up to 8cm) and darna.o·e 70-
100% of crop production on th~ area 
of 100 hectares/I/. 

2.2 The day with squall was con-
sidered as a case when on the investi­
gated territory wind gusts of 20m/sec 
and more were registered at lea.st 
once during a day. 

Data analyses for the period 
from April to October 1966-1985 have 
showed that according to surface me­
teorological st~tion data in the 
East Georgia the frequency of the 
number of days with squalls of 20 
m/sec and more is 35% but with seve­
re squalls(25 m/sec and more)is 15% 
of all squalls.In 79% of all cases 
(47 days) severe squalls are obser­
ved when cold fronts are passinc, 
and in 21% of cases they are ob~er­
ved when wave disturbances are dis­
placing from the South.Seasonal dis­
tribution of the number of days with 
squalls of 20m/sec and more,estima­
ted accordine; to the surface meteo­
rolog~cal station data and speciali­
zed ooservations is given in table2. 
!lccordini;i; to this table data they 
nave maximum fi,equency in F,1ay and 
June(6 days) and minimwn frequency 
is in 0ctober(0.2of the day).1ha 
most changeable months are August 
and September ( fr =2. 2). The mean 
seasonal many years (1981-1986)num­
ber of days with squall of 20m/sec 
and more reaches 19 but their natu­
ral frequency in case of thunders­
torms is 24%. 'fi1ese values are seve­
ral times as much as corresponding 
values(2.5 days and 1.3%)received 
only according to the surface mete­
orological station data. 

So special inspections of the 
territory significantly increase the 
probability and authenticity of 
squall detection,this allows to use 
them ef~ect~vely both in developing 
and estimating methods for the diaO'-
nose and forecast of squalls. 

0 

J.Estimation of possibility of 
hail and squall in thunder 
cloud according to meteorolo­
gical radar station data. 

The conditions of squall and 
hail formation may be characterized 
indirectly by the following radar 
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Table 1 
Seasonal distribution of statistic characteristics( mean and extream) 
of the number of days with hail n and their meansquare deviations( 6"), 
variation~and natural frequency in thunderstorms(P) in the protected 
regions of 8ast Georgia for the period from April to October 1978-1987. 

M 0 N TH S .Total 
Parameters 

IV V VI VII VIII IX X IV-X 

n max 2 10 16 6 3 6 I 25 

n min 0 3 1 0 0 0 0 4 

n 1.0 6.1 5.9 1. 9 ·1. 5 0.8 0.2 17.4 
0 0.7 2.J 5.2 1.5 1.3 1. 6 0.4 9.0 
lf 0.70 O.JB 0.88 0.79 0.87 2.00 1.00 0.53 

?(%) 10 34 25 21 17 15 2 19 

Table 2 
Seasonal distribution of statistic ch~racteristics(mean and extream) 
of the number of days with squall of 20m/sec and more n and their 
meansquare deviation (G), variatio~~and natural frequency in thunder­
storms (P) in the regions of Bast Georgia for the period from April 
to October 1978-1987. 

l'1T 0 IT TH s Total 
Parameters 

IV V VI VII VIII IX X IV-X 

n max 2 II 9 4 6 5 I JI 

nmin 0 0 0 0 0 0 0 0 

n 0.4 5.8 6.2 J.O 2.6 1. 2 0.2 19 
6 0.52 1.50 1.80 1. 00 2.60 2.20 0.45 9 

V 1. JO 0.26 0.29 O.JJ 1. 00 1. 83 2.25 0.5 
P(%) 4 32 JO 33 29 10 2 24 
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parameters of 3. CB cloud/ I-3/:maxi­
mum radar reflectivity in the a1ea 
of negative temperatures flm(cm- ) or 
f:/l ;the hci~ht of the echo top of 
the cloud H (km) and its temperature 
te (°C);the area of the horizontal 

section of the cloud ec:C10 S (sq.km), 
restricted by the isocoUJ.7.ter of ref­
lectivity ~ =1 □-12 cm-1;the thick­
ness6HL:>1(krn) and the area S.M7(sq.km) 
of the increased radar reflectivity 
zone,placed in the fieldt of negative 
temperatures and *est1icted by the 
isocounter f1 ==1 □-:!cm- ; the speed of 
cloud echo displacement V (km/hour}. 

;{hen the values of these parame­
ters increases,the probability of 
severe showers,hail and squalls 
increases too/I-J/.Hail indication 
was done with the lielp of observati­
onal data of meteorological radar 
stations with wave length of 10cm, 
but squalls indication was done Hith 
the wave length of J.2 cm. 

J.1 ~he suggested method of es­
timation of a hail cloud possibility 
is based on the utilization of the 
complex of radar and physical para­
meters: AHA,Z , tL!,,z , S /I-J/. 

Comparison of the indicated pa­
rameters with the type of precipi­
tations allowed to isolate in cor­
relat~d field the areas with showers 
(I),moderate(II) and catastrophic 
(III) hail(:Pigure I) depending on 
the values of the parameters. 

tA;/'C { M.:iyt ~ Ho) /;m 

40 s 2 

_35 7 

-30 6 "' Iii 

~ 
-25 5 ~ It 

-20 '-i 

-15 3 
J 

-10 2 

-5 1 :---..._...i...~l~l~,~ll~•~'~....L..--L\....1...1 41~,~•~I~~ 
50 ~00 500 }!(K~) 

:i!'igure I. JSstimation of possibility 
of sho\,rers ,moderate and 
catastrophic hail depend­
ing on radar parameter 
values. 

Showers in the region(I) occur with 
probability more than 90% when S 
has any value and t~1>-10°C.In the 
region(III)catastrophic hail is di­
ag~osed with probability more th~ 
90% when S > 500 sq.km and tL!~ <-1:? C 
or when S > ·100 sq. km and ta17 <-40 C. 
The additional criteria of catastro­
phic hail are: ~ ~ 10~8cm-1 and 

13 

H 

10 

3;!':.17_ > 25 sq.km. 
The examination of the received 

diagram (J!'igure I) on the indepen­
dent data showed that general accu­
racy is more than 8□i;. 

J.2 Severe_ squall (25m/sec 
and more) radar diagnose in space 
cells JOxJO bn of meteorological 
radar range is done according to 
values H~ , Vp and fq l in persu­
anc3 of the diagrams7 on Figure 2. 

r(°/o) 

li'igure 2.~stimation of possibility 
of severe squalls ( 25m/ 
sec and more)depending on 
radar parameter values. 

:&'irst P is estimated according to 
the values ligand Vp from Figure 2a, 
then possibility of severe squall 
is estimated according to the val­
ues P and t;J l from .D'igure 2b. 

As a rule there are no squalls 
of 25 m/s~c and more when Hg is 
less than 10km and Vp is less than 
JOkm/hour.Squalls are diagnosed 
with probability P ;,,- 90'}S when He 
is more than 12km and V p > 50km/hour. 

As the duration of life of some 
Cb clouds varies from 0.5 to 2 
hours and more, there appears pos­
sibility of severe squall forecas­
ting v,i th the same projection. 

4.Investigation of severe 
squalls using satellite 
data 

'rhough radar methods of diag­
noses and very shortrange squall 
forecasting are effective but their 
projection is not more than J-4 
hours. 

In order to increase severe 
squall forecast projection cloud 
and precipitation systems were ana­
lysed according to satellite pic­
tures.Cloud parameters which are 
important for severe squalls such 
as cloud top(H) and speed of dis­
placement (V) were determined ac­
cording to /4,5/. 

Speed of displacement of cloud 
systems(V) according to satellite 
pictures varies from 25krn/hour·up 
to 65 km/hour.98% of squalls are 
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are c.hart~cterized o-y- V :> Juk,n,1i1our, 
it is on the avercige J5-40km/hour. 
The difference between m~an values 
of V when severe squalls occur and 
when they don't occur seem to be 
statistically signific,mt on the 
level of significance o<. =0.05 
(non parametric estimation methods 
wereused). The difference bet·,rncm. 
mean values of Hin case of severe 
squalls (H is more tlmn 11km) and. 
squalls less than 25 m/sec(d) also 
seem to be significant. 

The diagram for squall forecast 
of ·12 hour. projection was u.rmm up 
according to the value of the aoove 
mentioned parameters(Figure 3). 
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Figure J.~stimation of possibili­
ty of severe squalls depen­
ding on the values of cloud 
system parameters II and V 
determined with satellite 
pictures. 

On this figure a region of severe 
squalls and a region of squalls 
less than 25 m/sec are devided 
with a line depending on H ::md V 
V values. 

Some indications about the 
existance of severe squalls have 
been determined as a result of 
analysis of satellite pictures. 
They are:V-form hollows.and higl:;_ 
brightness of the front part of 
Cb cloud system with the sharp 
front edge moving towards a fo11 e­
cast territory.The frequency of 
severe squalls reaches 80,.S when 
there is cold front Cb cloud sys­
tem with the V-form hollov1.lihen 
there is bright cloudness wi t11 
the sharp front edge it is e;:;_u:J.l 
of 20;:,;. 

As a result of our researches 
the method of squall forecast with 
projection of 12 hours have been 
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suggest eel. It incluU.cs: ~J.12l~ysis of 
satellite nicture.s cmd forecast of 
cloud syate;11 evolution accorcling 
to /.5/;determinution of tlw hi6~1t 
(H), speed(V) :::md direction of cloud 
movement a..,id also the tj_,:1e: \ihen it 
reaches a forecaat territory; esti­
mation of squall possibility ~ccor­
dint; to J."igure J ta:i;:ins into acco­
unt t110 structure of satellit2 
picture cloud systein. -c,iuc:,lity of ti1is 
method is hi,;h enougn. 
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STUDY OF CONVECTIVE CLOUDS DEVELOP:MENT IN CENTRAL ASIA 

A.D.Dzhuraev, H.A.Imamdzhanov, B.Sh.Kadyrov, V.P.Kurbatkin 

SANII, Tashkent, USSR 

The method of investigation - observa­
tions, experiment including cloud 

processes modification and numerical 
experiment to compute parameters of 
convective clouds structure and dy­
namics - was proposed in the Program­
me of the Voeikov Main Geophysical 
Observatory. The 13-year data set of 
the combined radar, rawinsonde and 
meteorological observations in several 
regions of Central Asia served as ini­
tial information. The available mater­
ial allowed revealing of thermodyna­
mics and aerosynoptic conditions for 
development of thunderstorm with hail 
processes of different types. The ver­
tical gradient of horisontal component 
of wind speed CJ), velocity of steer­
ing flow (V5 ) and energy of atmosphe­
ric instability ( t ) are the informat­
ive parameters which distinghuish the 
types of thunderstorm with hail pro­
cesses. According to the terminology 
accepted in the USSR, the types of 
processes are indicated by three let­
ters, the first characterizing move­
ment of cloudy process relative to 
the steering flow (to the right - R, 
to the left - L), the second - the 
location of a cell origin relative to 
its movement (to the right - R, to the 
left - L, indefinitely - I) and the 
third letter indicates shifting of the 
cell relative to the movement of the 
processes (the same symbols). The 
steering flow velocity for these types 
of clouds have the following relation: 

V5 (RRL type)> V5 (RLL type)>V5 G.TII type) 

Knowing J', one can estimate probabil­
ity of any of those processes (table1> 

Table 1, Frequency in% of various 
types of clouds for different values 

Types ~ -1 
of pro- ~' c 
cesses 9.9 • 10-4 (1-9)·10-3 1-10-2 

N 

RRL 
RII 
RLL 

41 
48 
20 

32 

194 
80 

10 
10 

122 
17 
66 
17 

The index of kinetic energy flux dis­
tinguishes between shower and hail 
cloudy processes. The values of a.re 
defined by formula proposed by 
Abshaev M. T. : 

E. = 1.5 
7 0,27 0,73 [ -2] 

10 '13,2 . t't10 J· m 

[hail = 0.21 ± 0 - 15 and[ shower = 

0.21 ± 0.15 for cloudy processes in 
Central Asia. The relationship is 
found between the area where solid 
precipitation reached the surface and 
the area of horizontal section of con­
vective cloud radar echo having de­
finite reflectivity value ( 1 ). In 
our conditions rt= 5 10-8 at A= 10cm. 
Thus, the methods were to compute be­
nefits of each hail suppression pro­
cedure. One-dimensional non-station­
ary model developed in GGO was used 
to study the peculiarities of micro­
physical processes both in their 
"natural" development and in the case 
of separate convective process modi­
fication. The value of autoconversion 

coefficient should be present as ini-
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tial conditions within the model. In 
our case this coefficient is 2 g m-3 • 
Analysis of numerical experiments has 
shown that simulation of modification 
leads to the case that cloud water 
content doesn't reach its maximum 
value which it could get in the case 
of "natural" development; besides, the 
time of maximum shifts 5-7 min ee.rlien 
Time of precipitation has shifted as 
well (Fig. 1). 

6 

4 

2 

0 10 20 lO 1/0 50 
time (min) 

bO 70 SD 

Fig.1: History of microphysical 
cloud parameters (m - modification) 

It is interesting to note that the 
development of cloudy process can be 
divided into stages by the time of 
maximum value of liquid drops water 
content, crystal particles and pre­
cipitation particles. The first stage 
ranges from the time maximum water 
content of cloud drops (G( ), the 
second - between the maximum water 
content cUC) and water content of 
crystal particles ( U! ) , and the third 
one is from maximum till maximum 
of water content of rainfall ( QR. ) • 
Such division of cloud development 
into stages allows the assessment of 
cloud resources using available radar 
data and to use more reliably the 
existing techniques of cloud modifica­
tion. The results obtained during si­
mulation of modification indicate 
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that the second part of the first 
stage of cloud development is the 
optimal moment for modification 
initiation. 
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